9202 CSGnet

Date: Sat Feb 01, 1992 6:08 am PST
Subject: CLOSED LOOP

From Greg Williams (920201)
>[Gary Cziko 920131.2025]
Thanks for your kind comments about the latest issue of CLOSED LOOP.

>Have you guys thought of single-issue distribution [of CLOSED LOOP], or would
>this be too much of a hassle?

Ed Ford is handling ALL aspects of distribution (thank goodness!), so he"s
the one to decide. Just as long as it makes lots of profits for CSG, I"m up
for additional distribution. Even if it doesn"t!

>P_.S. The only quibble I have with _Closed Loop_ is the spelling of CSGnet.
> Greg writes it "CSGNet." 1 like the small '"n" so that the two meaningful
>units of CSGnet are nicely distinguished. Since | started CSGnet, | want
>it spelled MY way. What do you think of that?

Gary, you should have spoken up sooner; | thought | was making an editorial
improvement! In future issues, not only can | use "CSGnet," 1 can even put in
a copyright notice if you want: "CSGnet name Copyright 1990 by Gary Cziko."
You"ll have to see about getting a trademark on it yourself, though. And maybe
on last year"s issues and Volume 2, Number 2, you can take little pieces of
paper with ""CSGnet'" on them and paste them over each occurrence of "CSGNet" --
may subscribers send back issues to you for retrofitting? (Just Kkidding.)

"CSGnet™ it is!!!
Greg (co-publisher of Hortldeas newletter, PictureThis and AniThis software,
which maybe should have been, respectively, Hortideas, Picturethis, and

Anithis?)

P.S. Our reply about BEER"S BUG is coming along -- we were busy yesterday
making a new composting privy. The old one lasted about 14 years.

Date: Sat Feb 01, 1992 8:47 am PST
Subject: Re: CLOSED LOOP

[from Gary Cziko 920201.1000]
Greg 920201

I said:

>>Since | started CSGnet, | want

>>it spelled MY way. What do you think of that?

You replied.
>"CSGnet" it is!!!

Sociologists take note. Another demonstration of the power of social
influence!



>Greg (co-publisher of Hortldeas newletter, PictureThis and AniThis software,
>which maybe should have been, respectively, Hortideas, Picturethis, and
>Anithis?)

Not at all. Since you are separating two words, It makes sense to start
the second one with a capital letter. But since CSGnet is made up of an
acronym and a word (really an abbreviation), we capitalize each letter of
the acronym (like USA and USSR) and then switch to lowercase to show the
start of the new word. [I"m sure you"ll eventually admit that it looks much
better this way!

>P_S. Our reply about BEER"S BUG is coming along -- we were busy yesterday
>making a new composting privy. The old one lasted about 14 years.

First things first, | suppose (1 realize that you can only hold some things
for so long). 1"m looking forward to your reply.--Gary
Date: Sat Feb 01, 1992 9:07 am PST

Subject: Closed Loop
from Ed Ford (920201.10:00)

Concerning Closed Loop: Greg Williams deserves a great thank you from
the membership for the job of taking three months of CSGnet and
reducing it to 72 pages. His task is an overwhelming job with little
financial compensation. As far as 1"m concerned, producing various
issues according to subject matter is way beyond our resources, both
human and financial.

To reduce our costs, we recently reduced our mailing list which now
just includes 42 paid members of the CSG plus 35 people who paid their
dues last year but not this year. The cost of producing and mailing
Closed Loop has to be kept within our present income and we are doing
just that, but with no margin to spare. We do print a few extra copies
of Closed Loop for those who join the CSG during the year and for
special requests, but not as many as we did with prior issues.

Ed Ford ATEDF@ASUVM. INRE.ASU.EDU
10209 N. 56th St., Scottsdale, Arizona 85253 Ph.602 991-4860
Date: Sat Feb 01, 1992 11:56 am PST

Subject: Language & perception; BEER bug
[From Bill Powers (920201.0900)]
Bruce Nevin (920130.1633) --

In your illustrations of the method of Harris, certain phrases come up
that are considered by many people, perhaps even every person who speaks
English at all well, as unacceptable. Can you think of any *a priori*
reason why people would consider the following phrases unacceptable, even
if they weren"t being compared with other phrases?



The slipper chewed the puppy
The ball ate the ice cream
The ice cream ate the ball

I believe that Harris would say these phrases are unacceptable because in
each case the subject of the phrase is an operator that does not take an
argument, and so can"t be connected by a transitive verb to an object.
That isn"t an a priori reason, but a generalization derived from
considering many comparisons of phrases by individuals. The explanation
should be stated more empirically: it has been found that ...

The *a priori* reason 1"m thinking of is simply that the implied events,
which we can imagine, never actually happen. We have never seen anything
called a slipper, a ball, or ice cream doing the sort of thing that the
verbs imply. It"s hard to imagine how they could. It isn"t language, but
the experienced world that tells us these sentences are unacceptable.
Harris®™ method simply asks people, "In your opinion, do the perceptions
that are the meanings of these sentences actually happen in the real
world?" (Or perhaps "In a world you can imagine?') By this method, Harris
is not really exploring the world of language. He is exploring the world
of perception.

IT you were to make up another set of sentences relating to aspects of
the world of which a person has had no experience, judgements of
acceptability would mean nothing:

The current heated the resistor The resistor heated the current

The voltage heated the resistor The resistor was heated by the voltage

The current dissipated energy The current was dissipated by the
energy

The field deflected the charge The charge deflected the field

IT you don"t know what the nouns MEAN -- that is, if you have never

experienced anything nonverbal to go with them -- and if you have no idea

whether one thing designated by a noun can do the action described by the
verb to the other thing designated by the other noun, you won"t be able
to judge the acceptability of these sentences one way or the other. There
is nothing about hooking the words themselves together in these ways that
is acceptable or unacceptable. All that is accepted or rejected is what
the words mean.

So Harris is not really asking his subjects how words work in these
sentences. He"s asking them how the world described by the sentences
works. He could show animations illustrating the meanings of the
sentences, and ask "lIs this something you would expect to see in real
life?" and you would get the same rankings for these sentences. Asking
whether an operator takes an argument is asking if the thing designated
by the operator is related to the thing designated by the argument in a
certain way. | repeat: this is just asking how the world of perception
works, with the words being used merely to indicate the perceptions.

Ambiguities in the conclusions can come from not thinking of the right
perceptual context, as in the second set:

>(2) John hit the ball The ball hit John
These are both perfectly acceptable. John is retired, because a player

hit by a batted ball is OUT. They are not acceptable if the image you get
from "the ball hit John"™ is one of a ball that of its own volition jumps



up and strikes John -- that doesn®"t happen, so the sentence is judged
unacceptable.

I"m making certain assumptions about Harris®™ method here. I"m assuming
that these investigations end up with lists of words or phrases that have
been classified as operators and arguments according to the combinations
that actually appear in language usage. "'Slipper™ is a word that does not
take any arguments, although it can be an argument. An word like "hit"
does take an argument but unless used as a noun can"t be an argument. I"m
just guessing.

At any rate, | assume that the outcome is an encyclopedia of words
classified according to their partial orderings in sentences as they
actually occur. These partial orderings Harris takes as properties of
language itself. If the same partial orderings are found in another
language, Harris assumes that they indicate invariants of language that
are characteristic of human Language. This being an empirical study, the
question as to WHY these orderings appear is not asked. That is, Harris
does not look to any other level of explanation of the orderings as a way
of predicting whether one ordering will be observed while another will
not.

What 1"m trying to get at here is that meanings explain the orderings. IFf
you jJust assume that subjects in the experiments were translating from
the words into imagined experiences, and then judging whether the
imagined experiences can actually occur, you should get the same partial
orderings that are observed, given the context of experiences that the
subject has in mind (this can be determined by asking). To the extent
that nonverbal perceptions are the same in all human beings regardless of
the language they speak, the partial orderings found by Harris should be
the same in all languages. In any culture in which there are puppies and
slippers, slippers are not capable of chewing puppies.

IT there are differences, they may be due to culture -- perhaps in one
culture "the slave sold the master'” would be unthinkable, and never
happens, and would be judged an unacceptable form, even though the person
can reluctantly imagine it happening and can easily imagine the
counterpart of "The master sold the slave"” and "The slave painted the
steps.” These judgments have nothing to do with language.

You can say "'The puppy chewed the slipper™ and "The slipper warmed the
foot" but not ""the foot warmed the puppy' or "the slipper chewed the
foot." All the sentences are perfectly good sentences. It"s just that
some of them refer to perceptions that, apparently, seldom or never occur
-— they don"t belong in the world as we experience it. Sentences can
suggest assembling imagined perceptions in certain ways. But the
perceptions are boss when you ask "lIs this likely?".

Avery Andrews (920130.1830) --

> _.. even though we seek uniform underlying principles, there is going
>to be extensive variation iIn what is actually observable.

Behaviorists like to say the same thing: it isn"t that our model is
wrong, it"s that behavior is inherently variable. 1 think that when you
do finally arrive at fundamental principles of linguistics, the behavior
they describe won"t be signficiantly variable. The principles just have



to be about the right things -- the things that are actually uniform
across people. We can deduce that disturbances of controlled variables
will result in equal and opposite efforts by the controlling system, and
this is an extremely uniform finding. But if we tried to say what
disturbances will occur, and exactly what behaviors will be used as a
means of opposing their effects, we would find extreme variability. We
can say that all people perceive a type of variable called a
configuration, and that would be true of essentially all people and (I
guess) all cultures. But if we tried to say that everyone perceives
apples and squares, the variability would show up again because people
are not uniform at that level of detail.

I think that when you view language as part of a process of controlling
perceptions, regularities will show up that are not apparent in an
analysis of usage that deals with language just as manipulations of
words. To me, variability in data is a sign that we"re looking at the
wrong data, or looking at it from the wrong point of view.

Martin Taylor (920130.1905) --

I think you®"ve clarified matters concerning repetition. There®s a
continuum, now that you mention it, extending from completely irregular
spacing to completely regular spacing (or timing). A "repetitiveness"
detector might be a Fourier transform yielding a single spike of maximum
amplitude for the regular spacing (simpler mechanisms exist, however). As
randomness appears in the spacing, the amplitude of the response becomes
less and the tuning becomes broader. When there is just a random
assortment in the field, the amplitude becomes zero and the broadness of
the response maximum.

Repetitiveness is independent of the sense of what is repeating:

T T T T T TTTTTTTTTTTTTTTT
TT TT T T TTT T T TTT T 1T T T

Both of these strings are groups of Ts, so there is a sense of many Ts.
But only one gives a sense of repetitiveness that"s the same over the
group. 1 would conclude that repetitiveness and manyness are independent
dimensions of perception: each can vary without affecting the other
(much).

> _.. introspection is a suspect way of studying what goes on in one"s
>head, ...

I don®"t know how else you could find out what"s going on in your head by
way of perceptions.

> _.. but I THINK that when 1 do symbol manipulation exercises such as
>mathematical, | use the imagic mode to do it.

Well, do you or don"t you? Nobody else is In a position to know. | accept
your report as a report what what you experience.

>1 cannot imagine how one simply does symbol manipulation as such,
>without these iImages.



Sure you can -- try another context. How about long division or
calculating square roots or converting a logical expression to minterm
form? When 1 set up the equations for a control system in algebraic form,
and solve them simultaneously, 1 don"t bother to visualize the
significance of every transformation -- 1 just do the manipulations
according to the rules and concentrate on avoiding mistakes. There"s a
certain amount of imagery involved, as in "transposing" and '"cancelling"
and "'reducing," but I don"t try to get creative about it. There"s some
imagery in the background as 1 look at each partial result and muse about
relationships among the underlying variables that show up. But basically,
if 1 want to get the right answer, | just turn the crank.

I think differences among people in imaging are mainly a matter of
perceptual level. | don"t imagine at the sensation level except when
dreaming (although 1 did when very young), so my mental images aren”t
"vivid" or "solid." I can imagine THAT I"m touching something, but 1
don"t imagine the touch. It"s the relationship signal that 1 experience,
I suppose -- certainly not the sensation signal.

RE: money. I"ve wanted to get an economics discussion going. My father®s
done some very interesting stuff in macroeconomics (not control theory --
the old curmudgeon). | think control theory puts a missing element into
macroeconomic concepts, the battery that keeps the circular flow going.
IT you"re game, why don"t we each post a short essay and see if something
develops?

Gary Cziko (920131.0931) --

RE: Beer"s cockroach model

Pretty sharp, Gary:

>Why would "those little feet Fly" if leg movement was feedforward?

IT the legs move exactly the same no matter what the footing, then the
movements are strictly feedforward. But if the scrabbling speeds up as
the feet slip, you™d conclude at least that forward velocity is the
controlled variable.

Feedforward is really a terrible term: all it means is an input-output
process. In spinal reflexes, muscle contraction is "feedforward"” because
the contractile fibers shorten in accord with the neural sighals entering
the muscle, without direct feedback to alter those signals. If you
consider a larger loop, this "feedforward" function is seen as the output
part of a control system, a spinal reflex involving feedback from the
consequences of muscle contraction.

Leg POSITION in the cockroach could possibly be passively dependent on
outputs of higher systems. With a signhal the leg snaps forward; without
it it snaps backward. If that"s the case, we just say this whole action
is part of the output function. Control theory doesn"t contain any
premises about what variables are controlled. You have to find out what
the controlled variables are by observing the real system. In fact, you
don"t have to assume you"re looking at a control system: just analyze the
relationships you can see, and find out what kind of system it is. If it
turns out to involve negative feedback and reasonable loop gain, well,
that"s what we call a control system.

I think Greg is right about obstacles constituting disturbances. The



model makes the cockroach turn when its antenna touches the obstacle; the
turning affects the receptor signal. The reference level is evidently
zero antenna signal (a zero reference signal doesn®"t require an explicit
reference signal to exist). If you move the obstacle toward the cockroach
and touch the antenna, the cockroach will veer away from it. Perfectly
good control system, if a little crude.

Date: Sun Feb 02, 1992 9:42 am PST
Subject: BEER"S BUG

FROM PAT & GREG WILLIAMS (920202)
>Gary Cziko 920131.1000
>Why would "those little feet Fly" if leg movement was feedforward?

On page 74 of Beer"s book is the cockroach locomotion circuit found by
neurophysiologists. The gait rhythm is controlled by a central oscillator
which is modulated by sensory inputs which occur if a leg is far enough
forward or far enough backward. What is put out to the muscles is a force
signal. If a leg is in the middle of its possible positions (neither far
forward or backward) and the foot is down, then the speed of movement of the
leg (backward) relative to the body (which is actually moving forward relative
to the ground) is determined by the "feedforward'" force output. If the feet
are not slipping on the ground, the legs will tend to move slower than if the
feet are slipping, because the physical forces opposing the forward movement
of the bug are greater in the former case (the bug will move faster relative
to the ground). With feet slipping and therefore faster leg movement relative
to the body, the backward angle sensors will be activated with a smaller
cycle time -- and those little feet will fly. In Beer"s model, he didn"t
really put in all of the F=ma physics.

>1f we could show that a cockroach maintains its walking speed

>over surfaces of varying slipperyness by varying the temp of its gait then
>we have the classic demonstration of a controlled variable. It seems to me
>that the little feet should NOT fly if it is feedforward.

The gait speed goes up with slipperiness not because of control circuits
inside the bug, but because, as we said above, the force to the muscles
remains the same (at a given point in the cycle) but the forces opposing bug
forward motion are less with slipperiness (because the feet slip, and the bug
doesn”"t move forward as fast).

>Also, doesn”"t flypaper work because the little critters are just not strong
>enough to pull free?

We suppose so.

>Haven®"t | seen flies and other bugs leave a limb or two behind when only a
>limb or two makes contact with the sticky stuff? If so, wouldn®t this
>indicate that they are pulling a lot harder than normal and also evidence for
>negative feedback?

IT one foot were stuck and the other five weren"t, the unstuck legs probably
could generate the force required to tear off the stuck leg. No "extra"™ pulling
required (no control required).



>l had thought about how weighing so little makes one less prone to gravity
>and inertial disturbances. | suppose it doesn®"t make much difference if
>you"re walking uphill or down if you weigh next to nothing to begin with.
>But aren"t there other disturbances that don®"t depend on weight (we"ve
>already mentioned stickiness and slipperyness)?

Yes, but what if they just don"t matter very much. Several invertebrates have
"escape' (demonstrably feedforward) circuits which, in "reaction”™ to ominous
sensory input, get the animals the hell away. ANY WHICH WAY away! The neural
signals sent to the muscles are NOT fine-tuned by feedback control for
trajectory -- they just say CONTRACT FAST. And the would-be prey is suddenly
over THERE, or THERE, or THERE -- it doesn"t matter which.

>So maybe you"re saying that it is negative feedback at upper levels but
>feedforward at lower ones.?

The high-level negative feedback loops extend all the way through the
environment VIA low-level feedback AND feedforward loops. The feedforward
loops are compensated for eventually (and, basically, periodically), but not
necessarily continuously. Think of the "bang-bang" (on-off, discrete) control
of a typical thermostat.

>1f the neurosciences could easily find control loops wouldn®"t all the
>neuroscientists interestd in mammals be on CSGnet by now? It is really so
>easy to find this evidence looking at the neuroanatomy? 1°d feel better
>pasing my model on behavioral data.

Neuroethology COMBINES physiological and behavioral data. And, yep, there is
good behavioral data for feedforward circuits in certain invertebrates,
including the cockroach.

>Rick Marken (920131)

>The same is true of Beer"s bugs. The disgrams he shows make them look like
>S-R systems but they are really feedback control systems because their
>outputs influence their inputs; his differential equations for the neural
>dynamics take care of the dynamic constrainst that are needed to keep the
>control system stable.

We agree, except that we don"t think his diagrams make the bug look like an
S-R organism.

>So Beer®"s Bugs already are control systems -- controlling input. And to the
>extent that those inputs are disturbed the disturbances will be resisted.

Yes.

>Everything would be clearer if Beer designed his bug from the bug®s per-
>spective. Then he would be a real PCTer. As it sits, his stuff "works"
>inasmuch as it entertains observers but it doesn™t provide any fundemental
>understanding of how behavior MUST be organized (around the control of
>perception) if it is to be ADAPTIVE (disturbance resistant).

>So my main complaint is that the Beer (and Brooks) approach obscures what
>is important. It would be very hard to build a fairly complex control
>system using their architecture (one that controlled many, complex input
>variables) though 1 agree that it could probably be done. But I think it
>would be like trying to do arithmetic with Roman Numerals.

Nobody said it would be easy (or "cognitively penetrable”!), Rick. PCT"s



"functional-level” models appear easier to grasp, but all of the nitty-gritty
details will have to be supplied to make them work in the real world. Just ask
Bill Powers about his having to POSTULATE the recognition mechanism for visual
objects of interest to his Little Man. If the Little Man were built as a
robot, that mechanism would have to be built, not just postulated (and handled
by computer software constructs). The problem with high-level models (as
traditional Alers have found out) is that when your organism and environment
are entirely conceptual (software), handling the low-level stuff is TOO EASY
because it is solely representational (in the CP sense). But what can one
build out of fairly realistically modelled neurons only? Beer®s bug, for a
start. (We cheat a bit here on this claim, since Beer also modeled the sensory
inputs representationally -- but he DIDN"T (as Chris Malcolm will attest)
model the bug®s nervous system representationally). This is the BIG DEAL of
Beer®s bug.

We"re working on an expanded Nervous System Construction Kit which will allow
PCTers to apply their ideas to building nervous system models, and we hope
they will do so.

>Bill Powers (920201.0900)

>1f the legs move exactly the same no matter what the footing, then the
>movements are strictly feedforward. But if the scrabbling speeds up as
>the feet slip, you"d conclude at least that forward velocity is the
>controlled variable.

See above.

>Feedforward is really a terrible term: all it means is an input-output
>process. In spinal reflexes, muscle contraction is "feedforward" because
>the contractile fibers shorten in accord with the neural sighals entering
>the muscle, without direct feedback to alter those signals. 1If you
>consider a larger loop, this "feedforward" function is seen as the output
>part of a control system, a spinal reflex involving feedback from the
>consequences of muscle contraction.

Good point. Local "feedforward" can be embedded in global feedback loops. But
that doesn®"t make it local feedback!

Best

Pat & Greg

Date: Sun Feb 02, 1992 1:05 pm PST
Subject: Emotions

[From Kent McClelland 920202]
Bill Powers,

I see from the latest copy of the newsletter that you®re putting out a new
collection of essays, LIVING CONTROL SYSTEMS, V. 2, due sometime this spring.
The announcemnt notes that this volume may include, among other things, "a

"missing” chapter from BEHAVIOR: THE CONTROL OF PERCEPTIONS on emotions.

This reminded me that 1 had promised my seminar class that 1 would ask you
on the net to comment on how emotions are generated in the control theory
model and what part, if any, they play in maintaining control of perceptions
or interfering with it. The class have been briefly introduced to control



theory and are still, of course, trying to get some notion of what it"s all
about, but a couple of the bright seniors in the class offered the criticism
that PCT, in common with several of the other theories they have looked at,
seems to have relatively little to say about emotions. They"re of the
opinion that understanding emotions is a pretty important part of
understanding human behavior.

My request is, then, that, while we"re waiting for the book to come out, you
give us a capsule summary of some of the things the "missing" chapter has to
say about emotions. Are emotions simply epiphenomena of control or lack of
it, or do you see them as playing a more significant role in the hierarchical
model?

Dag Forssell

You asked sometime in the last couple of weeks for the names of people
conducting courses that deal with control theory. As you can see, my name
should be added to the list. 1"m teaching a seminar this spring that takes
control theory as a starting point for discussion of theories and viewpoints
on social control.

Best to all,

Kent

Kent McClelland Office: 515-269-3134
Assoc. Prof. of Sociology Home: 515-236-7002
Grinnell College Bitnet: mcclel@grinl

Grinnell, IA 50112-0810

Date: Mon Feb 03, 1992 4:33 am PST
Subject: from neural-net discussion

[From: Bruce Nevin (Mon 92013 07:22:18)]

Kanecki®s description of the SA article caught my eye. This and other
aspects may be of interest, discard if not.

Bruce
bn@bbn.com
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Neuron Digest Wednesday, 29 Jan 1992
Volume 9 : Issue 3

Subject: Having a machine perform a simple task: The reason why neural networks
and artificial intelligence need each other

From: David Kanecki <kanecki@cs.uwp.edu>

Date: Sun, 12 Jan 92 17:11:30 -0600

In the december issue of Scientific American an article described an
attempt to build a robot to butter a piece of toast. In the article this
task was not as easy as it seems. For example, if the toast was moved to



a different spot a new set of rules and procedures were needed. Also, if
the toast was oddly shaped a new set of rules and procedures were needed.
The solution to the problem was to build a mini netowrk to adapt to
changes.

Rules as used in artificial intelligence work in task that are fixed and
non changing. And, neural networks are usefull in changing environments.
In the natural world, each task may follow a set of rules. Also, the
rules may need to altered slightly due to the environment. Thus, for a
machine to function in the natural world it needs to have an artificial
intelligence and neural network basis. One movie that showed this
connection was "Star Wars'. In "Star Wars" there were two robots. One
robot was named r2d2 and the other was c3p0. The r2d2 robot was the
artificial intelligence basis, while the c3p0 was the neural network
basis. Lastly, in complex task both had to work together.

The development of self learning games is one way to develop a program
that utilizes an artiificial intelligence and neural network basis. In
my experience, learning and task based program still cannot breakaway
from the Lady Lovelace argument. -- "A machine can only do what it is
programmed to do™ or the neural network corrollary - "A machine can only
learn what i1t is taught by a teacher".

Thus, the goal of my study is to try to develop a program that can teach
and solve problems itself by using techniques of ai, neural networks, and
biology.

David H. Kanecki

kanecki@cs.uwp.edu

Subject: DuPont Neural Computation Program - Job Opening

From: elaine@central .cis.upenn.edu (Elaine Benedetto)
Organization: University of Pennsylvania
Date: 15 Jan 92 16:05:27 +0000

Job Opening in
Modelling/Simulation of Neural Systems

AEEEEXAIXAAXAAXAAXAAAXAAAAAXAAAAAXAAAXAAAAAXAAXAAAXAdX

The DuPont Neural Computation Program invites applications for a
computational modelling and simulation position. Applicants shuold have
experience in model- ling techniques and be interested in general
problems of sensory/motor integration and/or single neuron computation.
The program constructs biophysi- cal model neurons reflecting
experimentally recorded neuronal dynamics, and then assembles these
neurons into networks reflecting the organization of a biological
cardio-respiratory control system. Familiarity with the UNIX/C/C++/
X-windows computing environment is desirable. Interaction with ongoing
experi- mental work will be required. We are open to considering various
levels of academic training and work achievement, but imagine that the
ideal candidate might hold a B.S. in a technical subject while having
exposure or interest in biological subjects such as biophysics and
neurobiology. The opening is immediate, but a later start date will be



considered. Competitive salary commensurate with experience.

Contact: Dr. James Schwaber or Prof. Lyle Ungar
Email: schwaber@eplrx7.es.duPont.com ungar@cis.upenn.edu
Telephone: (302) 695-7136 (215) 898-7449

DuPont Neural Computation Program
DuPont Experimental Station E352 Room 253
Wilmington, DE 19880-0352

Date: Mon Feb 03, 1992 2:19 pm PST
Subject: language learning

[from Joel Judd]

(1"ve had no access to CSG since Thursday, so | apologize if any of this
has been discussed since then)

Rick & Martin (920130),

I appreciate the re-summary of learning. It was helpful to be reminded of
the intricacies of hierarchical change--1 had been lumping all change
together into sort of a unitary event. 1°d like to repeat back the three
types of change with examples to check my understanding. I*1l1 use the old
standby, phonology.

>1) a change in the characteristics of the sensory function that maps inputs
into perceptual signal; >such reorganization changes the "meaning' of the
perceptual signal.

I assume this means that given the same environment, the only thing
changing is how 1 percieve it. Is this as simple as old psych visuals like
a Necker cube or the old lady/young woman?

>2) a change in the output function which maps error signal into lower order
outputs. ..

Often, speakers from languages with a "flap r" (eg. Spanish) don"t use it
when saying words like “butter,” where the double "tt" is essentially
identical to the single "r® in words like "pero.” But as soon as it"s
pointed out to them, there®"s no problem.

>3) a change in the connection of the system to other systems; this would
include or remove the >system from other control organizations.

In thinking about the phonology example, I have a difficult time seeing it
being "learned" without all three types of change occuring. For years
speech therapists have recognized that "perception precedes production™;
the recent mention of the Silent Way of Brown seemed to find most people in
agreement. Then the person must be able to produce an articulation matching
the percetpual reference. Then (speaking of an L2) it must be included in a
different configuration of ECSs. 1 like the above example also because it
explains how an existing and functioning ECS can be employed in an L2 (the
old problem of language transfer).

Is the "flap r" learned? Well, the Spanish speaker already knows and uses



it (in Spanish), but wasn"t perceiving it in either hearing or using words
like "batter.” So is it a case of simply needing to PERCEIVE it in the
neural context utilized by the System Concept "English"™ (change #3)? Are
other changes (1&2) reserved then to explain novel perceptions (eg. a
Spanish speaker learning a "'retroflex r'')?

I have usually seen "Intrinsic Error"™ used in relation to physiological
needs of the system. Yet learning is often discussed regarding activities
that don"t seem to be "life or death.' Does (most) learning become less
"critical”™ the older we get (especially after the first 3-4 years), and is
that a reason why there is so much variation (really now, per the example
above, who gives a @&%# whether or not I learn the "flap r" in English)?
What does it really mean to say that all reorganization results from
Intrinsic Error?

In connection with Rick®"s comments on randomness, it has also been
suggested and promoted by Gary that Blind Variation and Selective Retention
(BVSR) process outlined by Campbell seems to be a promising description for
the reorganization process

Bruce and Bill (920130)

>To the extent that language is conventional, its structure is optional. Only
those aspects of it that >are exactly the same for every single human being can
reflect the true properties of and basic >functions of the brain.

So...in a very real (or very trivial?) sense, NO PART OF LANGUAGE is the
same for any two people. What"s left across people? Whatever aspects of
perceptual control are MANIFESTED IN language. Once again, if we focus just
on language, we"re left with the problem of making sense of outputs, albeit
very sophisticated outputs. One must posit the internal processes
responsible for linguistic behavior. If we control linguistic
Relationships, we control Relationships. If we control linguistic
Categories, we control Categories. You know, this isn"t gonna sit well with
some language researchers. And | love it.

Command: prinht t 1-3

Date: Mon Feb 03, 1992 7:09 pm PST
Subject: Re: [learning

[From Rick Marken (920203b)]
Martin Taylor (920131 19:30) says:
> What, for example, is "intrinsic error'?

Good question. 1 think 1 should start off by saying that my earlier posting
on reorganization was a description of how it works IN THE MODEL. So

the term "intrinsic error"” refers to something in the model, viz, difference
between reference and perceived state of an intrinsic variable. An intrinsic
variable is in the internal rather than external environment of the model;
better, it is a variable that is not controlled by the perceptual control
hierarchy. In real organisms these are probabaly (but not necessarily
exclusively) physiological variables. The fact is, we don®"t know exactly what



all these intrinsic variables might be; but, since starvation seems to be
demonstrably a cause of reorganization in lab animals, one intrinsic

variable is probably something like "blood sugar' or C2H34067N12 (?).

I don"t know if there are any studies that directly monitored a physiological
variable to see If rate of reorganization (however that was measured) is
directly propotional to the level of the variable (or the difference between
that level and some reference) -- but that is the kind of study that would be
needed to flesh out the model.

>Bill claims that changing gain, if the gain is large enough, doesn"t
>matter much. You say that is one of the aspects of learning.

It MIGHT be. AIl I meant in my post is that, given the PCT model, gain

is one of the parameters of control that COULD be changed (when modeling
reorganization). So could the perceptual function, comparator, etc. Maybe

all at the same time, maybe not. All are possibilities within the architecture
of PCT. But, as | said (or meant to), PCTers know very little about how real
reorganization happens because there haven®"t been many studies of it --

and the existing literature on learning is a confusing mix of studies

which involve no reorganization (like, operant conditioning studies) which
are called studies of "learning"” but are really just the exercise of
existing control systems with changing feedback functions or disturbances,

or some combination of reorganization and control.

>1 ask, partly because it seems a very important issue in PCT

There are no "right" answers to your questions about reorganization right now
because we have no standard "preparation”™ for studying reorganization. We
don"t know much about the phenomenon (not nearly as much as we know about
control -- where we do have a standard "preparation”™ -- the tracking task).

> One aspect of the

>study is the learning algorithm. Do we change the perceptual weights
>so that the Little baby knows what patterns to try to perceive? That
>may be necessary, but 1 don"t think it will be the whole story

I think Bill"s arm model does incorporate a learning algorithm -- it
tunes up the control system as it behaves. As far as what your learning model
"should"™ do to reorganize -- that depends on what you are trying to

get it to do. There is no PCT dogma on reorganization yet.

> Do we use Genetic Algorithms on ECSs working in imagination

>mode to organize patterns of reference signs that create cooperation and
>not much conflict?

Sounds good to me.

> There are all sorts of possibilities.

You bet.

> 1 had hoped

>that those who have worked with PCT for many years would by now have a
>good handle on what works and what doesn®"t in training the system.
Sorry. 1I"ve spent most of those years trying to show how control works.

It"s been virtually impossible, so far, to convince many people that
behavior is control, let alone that "learning” is a process of developing



new ways of controlling. But 1 think Bill has developed some useful "training”
algorithms. I"m sure he"d be happy to explain them to you.

>And that word "'training"” brings up another aspect: teaching. What happens
>when a hierarchic control system is taught rather than learning from
>experience?

Great question. We can speculate but what we need is research!!!

>Is there a party line on the difference between learning from experience
>(acquisition), and being taught?

Nope.

>Being taught surely cannot involve
>random restructuring in the face of excessive intrinsic error, can it?

Not necessarily. Teachers certainly can give some direction (nhot always
helpful -- that"s why it would be nice to learn about it) to reorganization.
PCT research on teaching is needed -- graduate students take note!

>Puzzlement.

You bet. I think that our best bet for finding some answers about re-
organization is to ask nature -- not the PCT model. The questions we ask,
however, could be based on PCT.

Regards

Rick

Date: Mon Feb 03, 1992 8:26 pm PST
Subject: BEERBUGS; emotions

[From Bill Powers (920203.1000)]
Pat & Greg Williams (920202.1043) --

> If the feet are not slipping on the ground, the legs will tend to move
>slower than if the feet are slipping, because the physical forces
>opposing the forward movement of the bug are greater in the former case
>(the bug will move faster relative to the ground). With feet slipping
>and therefore faster leg movement relative to the body, the backward
>angle sensors will be activated with a smaller cycle time -- and those
>little feet will fly. In Beer®s model, he didn"t really put in all of
>the F=ma physics.

It looks to me as though he didn®"t put in ANY physics. Where in the model
are the "physical forces opposing the forward movement of the bug?" Is
there anything but the neural driving signhals that affects the speed of
leg movement?

Are your predictions about the legs moving faster on a slippery surface
based on intuitions about real bugs, or on what the model, as now set up,
would actually do? 1 don"t think you could even put a slippery surface
into the simulation. Have 1 missed something?



I read recently (Science News, | think) that when threatened, cockroaches
rise up onto their rear two legs and run forward at very high speeds -- 1|
think it was up to 35 mph or kph -- anyway, FAST. If Beer®"s model is
really based on the complete circuitry of the cockroach®"s nervous system,
it should be able to do the same thing. Unlless, perhaps, the circuitry
isn"t complete.

Somehow 1 feel that the circuitry is based more on connectivity traced
through the main pathways, with puzzling connections (like recurrent
collaterals and sensors that don"t seem to do anything) just left out.

Can Beer"s model even vary the speed of walking?

I guess 1°d better buy Beer"s book. Would you post the ordering info
again?

RE: Open loop control

>Several invertebrates have "escape' (demonstrably feedforward) circuits
>which, in "reaction”™ to ominous sensory input, get the animals the hell
>away. ANY WHICH WAY away!

As long as it"s "away"? What is the effect of this "feedforward" reaction
on the ominous sensory input, from the standpoint of the reacting system?
Is it to make the ominous input even closer or greater? To have no
effect? Or to reduce it? | think you"re playing devil®s advocate here.
Words like "escape' and "away' and ""toward'" define actions by their
consequences. In the traditional view of behavior, these consequences are
just outcomes, and if they repeat then the outputs of the nervous system
must have repeated -- the S-R non-sequitur.

Organisms that "respond" to noxious stimuli in such a way as to leave the
stimuli unchanged or to make them greater don"t survive. Only the
organisms that control noxious stimuli relative to a reference level of
zero survive. Only the control systems survive. Not so?

The "fact” that you cite about "‘demonstrably feedforward" circuits are
cited from the standpoint of the traditional interpretation, which
ignores feedback effects and control. I stand by my claim: there are no
open-loop "'reactions."

>Local "feedforward" can be embedded in global feedback loops. But
>that doesn®"t make it local feedback!

That doesn™t make it "feedforward,”™ either. It"s just an output that
depends on the input to a function. The same is true of input-output
relationships in perceptual functions and comparators -- that doesn"t
make them "feedforward™ functions. 1 hate the term feedforward because
it"s just a verbal play on "feedback,'™ and doesn®"t have any comparable
special meaning or refer to any fundamental principles. It"s another
example of letting words push us around. Why not "feedsideways?" Why not
(to cite another of Pribram®s contributions to wisdom) "overarching
dependencies?"

There are cases, like the vestibulo-ocular reflex, in which the notion of
feedforward is legitimate -- the sensor operates the effector with no
direct feedback effect. But 1°d rather use a circumlocution than
encourage the use of "feedforward,'"™ which is generally used as a way of
sneaking S-R theory back into the picture and showing that feedback is



just a minor side-issue.

Kent McClelland (920202.1401)

>Are emotions simply epiphenomena of control or lack of
>it, or do you see them as playing a more significant role in the
>hierarchical model?

We know about emotions because we experience them. Anything we experience
must be a perception. So emotions are perceptions. What is it that we
perceive when we perceive an emotion?

It"s pretty well established that among the things we perceive are
somatic states: heart rate, respiration rate, adrenalin or its sensed
effects, and in general shifts in the pattern of biochemical organ-system
activity in the body. We can recognize different patterns in these sensed
states ranging from excitement and intense preparation for action to that
zingy sense of well being to a sort of normal neutral to apathy to
depression and sickness. 1 would place such identifiable patterns at the
configuration level of perception.

Emotions also involve perceptions of the outside world and our
relationships to it, and cognitions. When we feel anger, we feel the
heightened state of preparation to act, but we also feel that this
emotion is directed toward things outside us: we"re angry AT something or
somebody. Fear involves an essentially identical bodily state, but the
feeling seems more directed toward going AWAY from something, escaping
from it. So the ordinary perceptual hierarchy is involved, with the
somatic perceptions merging into our perceptions of other kinds.

The easiest emotions to understand are those that can be identified
naturally with error signals. When you®"re angry, you want to take
forcible action to remove a disturbance. When you®re afraid, you want to
take action to get away. So there®s clearly a goal involved: attack, or
flee. This is a *behavioral* goal, but it seems to entail feelings, too.

The obvious answer is to say that somewhere around the level of
configuration control, which is located in the midbrain, 1 think, the
hierarchy splits into two hierarchies: one behavioral, using the muscles,
and one somatic, using the biochemical organ systems. The outputs of
higher systems alter reference levels for both the action systems and the
biochemical systems. The biochemical branch of the hierarchy works
through the hypothalamus and thence through the pituitary, where
reference signals for all the major hormone systems are set. There is
also innervation going directly from the brainstem to every major organ,
again presumably setting reference signals (practically any
biophysiologist could do better at this level of guessing than 1 can).
These reference signals specify changed states of the somatic systems,
which we sense as the feeling-component of emotions.

So the general picture is this. In controlling higher levels of
perception (either initiating actions or resisting disturbances), the
brain uses motor systems to produce overt action, and at the same time
adjusts the biochemical systems as appropriate to the action. The lower-
level actions, behavioral and somatic, are driven by error signals in the
brain®s hierarchy. The resulting perceptions are partly feelings from the
body corresponding to the biochemical controlled variables, and partly
perceptions of the ordinary outside-world and Kinesthetic kind.



Therefore all control actions involve emotions, because what we call
emotions are made of the behavioral and somatic perceptions involved in
normal behavior. All behavior has a feeling component.

We don"t normally give emotion names to the feelings that accompany such
actions as tying a shoelace or sharpening a pencil, although there is
always some feeling state in existence. We reserve emotion-names for
situations in which the feelings depart considerably from their normal or
neutral state. And that means, mostly, situations in which there are
large errors. Only then is the somatic component of action sufficiently
unusual to be perceived as anything special.

One way to create abnormally large errors is to put two control systems
into conflict. This greatly reduces the amount of motor action that will
take place, and creates abnormally large error signals in at least two
control systems. The error signals that would be converted into overt
action are ineffective because of the conflict: the muscles don"t
actually come into use. We want to attack, but don"t; we want to flee,
but don"t.

However, the error signals also enter the somatic branch of the
hierarchy, and as usual reset reference signals in the biochemical
systems, preparing appropriately for the actions. If both conflicted
systems would call for strenuous physical action, both put the body into
a heightened state of preparation. But nothing happens, because of the
conflict. This is the state in which I think we are most likely to say we
are feeling a strong emotion. We are physically prepared for the action,
but the action doesn”"t happen, or doesn®"t happen normally.

The term "emotion™ is pretty much of a grab-bag and I wouldn®t venture to
try to explain every situation in which that word might be used. But I
think we can get pretty far by saying that every emotion is associated
with an error signal, and therefore with a goal. Many emotions can be
interpreted by asking not what it feels like but what you want to do when
you feel it.

Of course the CT interpretation is not that you want to do something
because you feel an emotion, but that the emotion arises in the course of
wanting to do something. The want comes first. If the feeling arises
because of a disturbance, the disturbance implies a goal, and the
departure of something from the goal-state creates the error signals that
give rise to both emotions and the desire to act. You are most likely to
call the accompanying feeling an emotion If the action is blocked or
ineffective, so that the error reaches an abnormally large magnitude.

The "good"™ emotions are harder to explain. One explanation is that we
give ""good" names to feeling changes that occur as large errors are
reduced. Normally, when behavior is effective and we control our
perceptions successfully, we don"t feel emotions. We may feel serene or
competent or good or whatever, but we don"t give dramatic names to the
feelings that are present. Even the "good" emotions, therefore, imply
that something has been wrong and is being Ffixed.

All this, of course, is by way of extrapolating logically from the theory
and a minimum of facts. But you asked.

Best to all,

Bill P.



MESSAGE FROM MARY:
[from Mary Powers]
[Gary Cziko - from way back]

What 1 meant about ancestors is that certainly these discrete
individuals exist, but there is unbroken continuity iIn the germ
plasm - back to the beginning. Otherwise it"s reasonable to think
that mice are spontaneously generated from heaps of rags. In a
bacterial culture, which one is the ancestor?

[Kent McClelland]

Bill has had two checks from Grinnell dated a week apart - one
for "programs', one for "software'. Is this a mistake or is one
for last semester and the other for this semester?

Mary

Date: Mon Feb 03, 1992 8:27 pm PST
Subject: Re: Language & perception; BEER bug

[Martin Taylor 920203 11:45]
(Bill Powers 920201.0900)

>

>The slipper chewed the puppy

>The ball ate the ice cream

>The ice cream ate the ball

>

>1 believe that Harris would say these phrases are unacceptable because in
>each case the subject of the phrase is an operator that does not take an
>argument, and so can"t be connected by a transitive verb to an object.
>That isn"t an a priori reason, but a generalization derived from
>considering many comparisons of phrases by individuals. The explanation
>should be stated more empirically: it has been found that ...

>

>The *a priori* reason 1"m thinking of is simply that the implied events,
>which we can imagine, never actually happen. We have never seen anything
>called a slipper, a ball, or ice cream doing the sort of thing that the
>verbs imply. It"s hard to imagine how they could. It isn®"t language, but
>the experienced world that tells us these sentences are unacceptable.

To a certain extent, you are probably right, but there is more to it, which
makes the purely linguistic approach right as well. There is a paper on
the neuroprose archive by Finch and Chater (Edinburgh) that illustrates
why. What F&C did was to look at the contextual environment of all the
entities in three different databases, and use statistical clustering
methods to group those that occurred in similar contexts. The entities

in the three studies were letters in text, phonemes iIn transcribed speech,
and words In a large database (Usenet postings).

The "context"™ consisted of the distribution of entities of the same kind
that immediately preceded the candidate entity, or of those that immediately
followed it, or that occurred two before or two after the candidate. So

the context profiles for each entity consisted of four vectors, each



containing the probability of encountering each of the other entities in
the lexicon (i.e. all the letters, all the phonemes, or all the words --
actually the very infrequent words were not counted, so one should really
say "'most of the words').

When they did their clustering, they found that at the coarsest level, words
separated into more or less the normal syntactic classes (verb, noun,
adjective, etc.), letters and phonemes into vowels and consonants. At

more refined levels, words split out with more of what we might call
semantic aspects in common within a cluster--adverbs of time, nouns
labelling professions, and so forth. Remember that NOTHING in the data
gathering made any reference to anything other than the neighbouring words.
Perceptions had nothing to do with it at that level of analysis.

So, Bruce would be perfectly correct to say that the LANGUAGE contains
the structures that determine that "The slipper chewed the puppy" is
anomalous.

But then we ask "why do these words cluster together, and separately from
those words?" Surely at that level, it must be because slippers seldom
chew, whereas they are chewed more often. The structure of the language
depends on the likelihood of the percept. Also, the likelihood of my
oerceiving something (more subtle than whether the slipper is chewing)
probably depends on whether that perception corresponds to a '‘proper"
linguistic structure (1"m a bit of a Whorfian on this).

We certainly act as if the words have more impact than the perceptions.
Last time, | mentioned dangerous words like "money"™ (and I don"t mind
getting into an economics discussion, though 1 don"t see how PCT applies
when the control systems are in individuals). This time, 1 might use
""asbestos™ as an example. There are two completely different minerals

that share the name "asbestos' because both provide readily formed fireproof
materials that look quite similar. One of these minerals iIs a significant
danger for lung cancer, but the other is not (see the editorial in the
March 2, 1990 Science). Most of the "asbestos' used in North America is

of the safe variety, and yet some $10 billion per year is spent on removing
it from public (and private) buildings. This senseless expense is based
entirely on the use of a word in two senses at the same time

But consider. If we used the two different words for the two forms of
asbestos (chrysotile and crocodilite), would they not have much the same
distributions, linguistically? Would they not therefore be closely
associated? And would people not therefore come to have much the same
feelings about both? 1 leave that question open.

>

>> _ .. introspection is a suspect way of studying what goes on in one"s
>>head, ...

>

>l don"t know how else you could find out what"s going on in your head by
>way of perceptions.

>

It was the reliance on introspection by psychologists of the late 19th
century, and its failure to provide any significant insight into mental
processes, that led directly to Watsonian behaviourism. 1 don"t trust it,
even when 1t is my own mental processes | examine. How is it determined
what aspects of the mental processes come to consciousness, and what does
it mean that those aspects are consciously available? 1 can tell you



what 1 consciously recognize to seem to be happening, but what is really
doing the work is unknown to me. But for what it"s worth, yes, 1 do need
imagery to solve simultaneous equations or to make algebraic substitutions.

Introspection is OK, I think, if it directly contradicts some statement
about mental function, such as "No one can image a scene they have not
experienced.” But much beyond that, it can give only vague clues as to
what is going on.

Martin

Date: Tue Feb 04, 1992 3:23 am PST
Subject: BEER"S BUG, etc

[From Rick Marken (920203)]

Pat & Greg Williams (920202) say, in response to my complaint that Beer"s
way of constructing bugs is like doing arithmetic with Roman numerals:

>Nobody said it would be easy (or '"cognitively penetrable"!), Rick. PCT"s
>"functional-level™ models appear easier to grasp, but all of the nitty-gritty
>details will have to be supplied to make them work in the real world.

Agreed.

> when your organism and environment

>are entirely conceptual (software), handling the low-level stuff is TOO EASY
>pecause it is solely representational (in the CP sense). But what can one
>puild out of fairly realistically modelled neurons only? Beer®s bug, for a
>start.

Agreed.

>We"re working on an expanded Nervous System Construction Kit which will allow
>PCTers to apply their ideas to building nervous system models, and we hope
>they will do so.

All right, you guys win (sorry Gary, | tried my best). 1 think Beer is trying
to do something a bit different than we (PCTers) are; he is trying to see what
you get when you construct systems out of components which neurophysiologists
say actually exist; PCTers are more interested in what variables systems
control -- though we care about how neurophysiology might support or constrain
that control. 1 think it would be VERY useful to have a NS Construction Kit
that made it easier for PCTers to construct models out of "real' components.
What might be nice (maybe this is what you are doing) is to have a FNS
(functional nervous system) set which would let you make perceptual functions,
output functions and reference inputs (to comparators). And then this

FNS could be "compiled” into Beer®s RNS (real nervous system) components.
Easier said than done, I"m sure. But possibly of ENORMOUS value for

model lers, researchers and teachers.

By the way, GREAT job, Greg (and Pat?) on Closed Loop; beautifully
produced. 1 was also thrilled to hear that you are working on my book
too. I am really glad to have you folks doing it; you do EXCELLENT work.

Best regards

Rick



Date: Tue Feb 04, 1992 3:26 am PST
Subject: Re: language learning

[Martin Taylor 920203 11:30]

(Joel Judd 920203 10:24)

>

> 1"d like to repeat back the three

>types of change with examples to check my understanding. I*1l use the old
>standby, phonology.

> e | [

>>1) a change in the characteristics of the sensory function that maps inputs
> into perceptual signal; >such reorganization changes the "meaning'" of the
> perceptual signal.

>

>l assume this means that given the same environment, the only thing
>changing is how I percieve it. Is this as simple as old psych visuals like
>a Necker cube or the old lady/young woman?

>

I don"t see it that way. The problem of ambiguous figure preception is
what 1 would call "Perceptual conflict.” But Bill doesn"t agree about

the existence of perceptual conflict, so there is a problem.

Regardless of that, | think that what we are talking about is only the
readjustment of the weights at the input to a simple "add-and-transform
node of the kind that appears in most neural network studies. It"s Kind

of a redescription of a perceptual feature. At higher levels, the perceptual
function is more complex, and the changes may result in more drastic
alterations to the meaning of perceptual input ("meaning” being aligned

with the concept of what you do about the input). But the idea of

switching back and forth between permissible inputs is not part of this
aspect of learning. To do the switching, one must already have learned

the two possibilities. It"s a different phenomenon.

I"m still not clear what is meant by "Intrinsic Error."

Martin

Date: Tue Feb 04, 1992 10:42 pm PST
Subject: Re: Reorganization

[Martin Taylor 920204 12:10]

(Bill Powers 920203.1900)

Bill, where do you get your time stamps? | don"t think | was even awake
at 920203 0926. Is it the arrival time of the mail at your node? IFf so,
it makes identifying the relevant message a bit difficult in a later
backtrack. Wouldn"t it be better to use the identifier time entered by
the author?

On "perceptual conflict": I think you are doing what you complain about--
using a verbal equivalence to assert a real-world equivalence. | take
"perception™ in "perceptual conflict"” to refer to the output of some
perceptual combination function in an ECS, and you take me to task because
the "conflicting” percepts are not simultaneously in consciousness.

I do think the Necker Cube and its analogues represent perceptual conflict



in the sense of percept being some function that has been developed of

the input. When the cube is switching between consciously perceived
states, each of the possibilities has been fully developed, and there

is a conflict as to which is allowed to be consciously perceived (I believe
that this stems from a basic conflict as to which of a set of ambiguous
percepts is to be allowed to affect behaviour, but that®"s an extra, not
relevant to this particular discussion).

In 1962-3 1 did some studies with a couple of students on the nature of
reversing figures, using the timing relationships among reversals, and

the relationships between the number of different forms seen and the

number of switches reported. We were able to determine that the reversals
were not a response artefact (we had biased the subjects to reports one

kind of form and not another, or to report both kinds), and much more
interestingly, we were able to find a figure that seems to have only two
perceived states (almost everyhting you can draw has a multitude of percepts
if you don"t tell the subject that there are only two).

Using the figure with two states, we measured the distributions of times
between reversals over long durations (four, 36-minute sessions during a
one week period). We found that the distributions were quite precisely
modelled by a random walk process over a set of S micro-states, each

of which could be set to one percept or the other. If more than K states
were in percept 1, then 1 would be consciously perceived. |If less than

L states were in percept 1 (L < K), then percept 2 would be reported.

IT between L and K states were in percept 1 the conscious percept would
be whatever it was before it got into the "dead band". The micro-states
changed randomly at a rate k.

This could be seen as using many parameters to fit an arbitrary function
were it not for some fascinating facts. Firstly, there are four parameters
that must fit the shapes of two survival curves. Second, over the experiment
there were 16 such curve pairs per subject, and the number of states S
remained the same for a given subject for all the fits, while the

rate function k grew reasonably smoothly over all runs. Thirdly, for

quite drastic changes in the survival curves that happened sometimes
between 9-minute mini-runs, the fitting difference was always exactly one
unit in K or L or on one occasion both K and L in the same direction.

We came to the conclusion that the numbers S K and L really represented
somthing in the subject®s perceptual mechanism. One of our subjects

had 32 individual perceiving functions devoted to the problem, the other
had 35 (if I remember the numbers correctly).

IT we identify each microstate with the input perceptual function of an ECS,
the conscious perception would be derived from a hysteric majority function.
I would call this "perceptual conflict resolution” to produce the

conscious perception.

Martin

Date: Wed Feb 05, 1992 12:31 am PST
From Pat & Greg Williams (920204)

From Bill Powers (920203.1000)]



>It looks to me as though he didn®"t put in ANY physics. Where in the model
>are the "physical forces opposing the forward movement of the bug?" Is
>there anything but the neural driving signals that affects the speed of
>leg movement?

>Are your predictions about the legs moving faster on a slippery surface
>pased on intuitions about real bugs, or on what the model, as now set up,
>would actually do? I don"t think you could even put a slippery surface
>into the simulation. Have | missed something?

Beer"s model of the physics is a proportionality constant between bug velocity
(not acceleration) and leg force. Slipperiness would reduce that constant of
proportionality. Beer didn"t try that, but you could, using NSCK.

>1 read recently (Science News, | think) that when threatened, cockroaches
>rise up onto their rear two legs and run forward at very high speeds -- 1
>think it was up to 35 mph or kph -- anyway, FAST. If Beer®"s model is
>really based on the complete circuitry of the cockroach"s nervous system,
>it should be able to do the same thing. Unless, perhaps, the circuitry
>isn"t complete.

Beer didn"t put in the escape circuitry (which typically is seen following
puffs of air applied to the posterior region of a cockroach). He DID put it in
in a later model (see AMERICAN SCIENTIST, Sept.-Oct. 1991). But still, his
bug®s nervous system model isn"t "complete." How could it be with only a few
dozen neurons? But that isn"t the point. The point is to capture the IMPORTANT
things In the model and to leave out the redundancies, etc. If something
deemed important later was left out, then attempts are made to add it.

>Somehow 1 feel that the circuitry is based more on connectivity traced
>through the main pathways, with puzzling connections (like recurrent
>collaterals and sensors that don"t seem to do anything) just left out.

Perhaps. But it is at least arguable that a lot less faith and implicit
ignoration (of coordinates and a lot more besides!) is behind, say, Beer"s
modelling of the walking circuitry of the bug than is behind, say, your own
models of high-order loops affecting lower ones by altering the latter"s
reference signals.

>Can Beer"s model even vary the speed of walking?

Yes, "directly,” by varying the output of an activation-level neuron which
excites the gait circuitry. In NSCK, inject current in LCS cell in the L3R3
setup.

>l guess 1°d better buy Beer®s book. Would you post the ordering info
>again?

Academic Press has a toll-free order line, 1-800-321-5068. Beer"s book has
ISBN 0-12-084730-2.

>As long as it"s "away'? What is the effect of this "feedforward" reaction
>on the ominous sensory input, from the standpoint of the reacting system?
>Is it to make the ominous iInput even closer or greater? To have no
>effect? Or to reduce it?

To negatively feedbackly reduce it, of course. The local feedforward is part
of a larger feedback loop, as Rick argued way back.



>l think you"re playing devil®s advocate here.

Well, SOMEBODY has to keep interesting discussions going so there will be
stuff to put in CLOSED LOOP....

Best of luck to Gary in his encounter with Dr. Beer. We hope nobody is driven
buggy!!!

P.S. to Gary: You should write to Pocket Soft, Inc., makers of "RTLink" and
"RTPatch" (the RT stands for "Run Time') software, and tell them they SHOULD
be "RTHlink" and "RTpatch"! Maybe you could turn this into a hobby....

Pat & Greg

Date: Wed Feb 05, 1992 4:07 am PST

[From Bill Powers (920204.1830)]

Martin Taylor (920203.1700) --

A very nice, informative, lucid post that gets us somewhere.

>_.. Bruce would be perfectly correct to say that the LANGUAGE contains
>the structures that determine that "The slipper chewed the puppy" is
>anomalous.

I agree that it does -- I"m not accusing anyone of making mistakes iIn
their word-counts. The forms are there in language. But as you say, ''The
structure of the language depends on the likelihood of the percept."” It
would be astonishing if language suggested one structure relating
meanings, while direct perception suggested another. That wouldn®"t be a
feature of language, but a bug, given that language is for communicating.

I"m trying to get an idea into good enough shape to communicate it, and
it seems that 1 can only handle one preparatory development at a time.
Perhaps | should just try to say where I"m trying to go.

I think that the study of language *as language* can tell us something
about perception, because in language there will be constructions that
are there iIn order to communicate perceptions. 1 don"t just mean objects
and relationships, but higher-order perceptions, the ones that are
hardest to pin down. But before we can use language analysis that way, we
have to strip away apparent properties of language that are not strictly
aspects of language at all -- for example, whether puppies chew slippers
or slippers chew puppies. Basically, that kind of assymetry in language
is trivial, and we shouldn®t bother with it, except, as the cops say at
the murder scene, for purposes of elimination.

But there is something important there, even with sentences concerning
slippers and puppies. It"s the way the ordering of the words tells us who
did what to whom. Somehow "The slipper chewed the puppy"™ is telling us
that the *agent* is the first noun, the event follows it, and the object
comes last, in English coding. In HCT terms | would say that this
sentence describes a relationship between one object and another object
involved in an event, with the objects and the event explicitly named --
puppy, slipper, chewing -- and with *the form of the sentence itself*
indicating the kind and direction of the relationship.



We can refer to this kind of relationship without even naming the event
or the configurations and transitions involved in it: Subject, verb,
object. That triad can be translated directly into a sense of
relationship devoid of lower-order details. So it doesn"t matter at all
whether, when we substitute particular terms into the general form, the
result is a likely sentence or refers to a likely percept. If we say 'the
quantum painted the ocean™ we know what relationship iIs meant: it"s the
kind of relationship we call an operation, in which an agent does
something to something else. You have to have two things and an action
(the actions might be either a transition or an event, depending on
whether it"s ongoing or a temporal package). One thing is the agent that
does the transition or the event that is received by or done to the
other. The things are identified as we identify configurations, by some
sort of description or name. The named transitions and events that
constitute the verb involve the things in action, either as cause or
effect (in this case). And the relationship involves the things,
transitions, and events in a particular -- well, relationship -- with
each other.

As Bruce has been saying, and I"ve been too far afield to acknowledge,
the sentence form itself doesn™t translate one-to-one into the
relationship perception. But by putting the words specifically into a
relationship, it can indicate, by convention, another relationship which
is the one I am calling an operation. There isn"t any word in the
sentence that refers to the operation; the words refer only to the
elements of the operation. But the sentence form as a whole does refer to
the operation. There are conventional inversions of the sentence, such as
the passive form, that allow you to emphasize the object by mentioning it
first, but that form also points to the same relationship: object,
passive verb (pointing the other way), subject. This lets you control two
variables independently: designation of the relationship, and emphasis of
one element of it. Other inversions and special terms let you express the
same relationship as a question, with freedom to vary the emphasis.

By using the word "operation”™ here, 1"m specifically acknowledging what
may be important about operator grammar. It doesn®t matter HOW Harris
arrived at the idea of operators and arguments or at his classifications
of various combinations. If these are indeed stable and discriminable
forms, then they should have meaning to us even when we would judge
particular examples to be grammatically wrong or otherwise unacceptable.
We could Ffigure out what the sentence is trying to say, although we might
consider the meaning ridiculous or impossible or nonsensical. That
doesn”"t matter. What matters is that the forms themselves are indicating
some level of perception, perhaps relationships or perhaps other levels
(language was not constructed with HCT in mind). We know what is meant by
saying "The monkey blasted its mathematics'™ *at the level of perception
that corresponds to the form*, even though we can®"t make sense of it at
any lower level. The kind of relationship intended has been communicated.

But to make use of this idea that the forms themselves, stripped of
lower-level meanings, have perceptual meaning, we have to divorce the
forms from any lower-level content. Trying to bring lower-level meanings
along with us as we analyze sentences for higher-level meanings simply
confuses the picture -- it no longer matters what the lower-level
meanings are. That"s what 1"ve been trying to get at in my roundabout
way. Maybe I"m only now realizing what 1"ve been trying to get at.

I think we have conventions for communicating a sense of category, a



sense of sequence, a sense of program-like contingency. These conventions
entail the use of special words and word forms, like "an" apple for
categories, lists and terms like "then" and "next" for sequence, "if",
"and™, "or'", '"not," and "therefore" for aspects of programs. Again, I'm
not suggesting any one-to-one correspondence; only conventionalized ways
of referring to perceptions at different levels. We don"t need the lower-
level meanings to grasp the higher-level perception: if not argle implies
bargle, and not bargle, then argle. Makes no sense at all, but the
contingency is plain. The program level doesn®"t care what argle and
bargle are: it just follows the rules. We can perceive the rule in the
structure of language without even knowing what it"s a rule about.

Now we get to the second part of your post: "We certainly act as if the
words have more impact than the perceptions.”

In the light of the above, we now have to be more careful about what we
mean by saying ''the words." What aspect of the words? "Asbestos,'" as the
name of a configuration, means a Ffluffy substance we can use for
insulation. We can still do that, even knowing that there are two kinds,
and that using them has different implications. In statements using the
word asbestos, such as '"'Asbestos causes pulmonary ailments,' the meaning
depends on whether the listener knows that there is an OK kind and a not-
OK kind. The listener who knows this difference will hear the meaning at
one level and understand it (the statement says that asbestos is related
to pulmonary illness as cause is related to effect), and hear it at
another level and judge it false (some asbestos causes illness; some does
not; therefore the meaning of the statement that asbestos unqualifiedly
causes illness is false).

You"re right about the ways words lead us to actions. They purport, after
all, to be descriptions of perceptions, and if the perceptions don"t
match what we intend or want to perceive, we naturally act to correct the
difference. This, however, is not a property of language. It"s the result
of the way we convert from language to perception. The statement 'Your
house i1s burning™ is linguistically impeccable, yet your house may not be
burning. However, considering the risk of doing nothing If the sentence
refers to a truly perceivable event, you may well cut your meeting short
and go see if you can rescue anything or anyone. That"s a logic-level
decision. This is not a problem in linguistics -- you might do the same
thing if you"re daydreaming and get a sudden vivid image of your house
afire.

The same consideration applies to the difference between chrysolite (sp
correction?) and crocodilite. The words aren™t important; they aren"t
what lead people to reject all asbestos including the harmless kind. What
leads to the rejection is ignorance of a factual difference, and behaving
to control the perception that the word "asbestos'™ means -- to the
behaving person. The objective meaning doesn"t come into it.

These are problems concerning the uses to which we put words, and how
well we understand the process of using and interpreting words. Such
things can be taught. What we"re doing right now, and have been doing for
months, is finding our way through the puzzles of words and meanings, so
that we can create and use communication in a better way. From my
standpoint, we"re seeing more and more clearly that words establish only
a sketchy and unreliable link from one person®s meanings to those of
another person (reliability declining as the complexity of the meanings
rises). The meanings that the listener gleans from words, word
relationships, word structures, and special forms, are always far richer



and more detailed than the words justify, and can often suggest
perceptions quite different from those intended, and quite at variance
with accepted knowledge about the world. But that®"s a problem of living,
not a special problem of language. We misinterpret many kinds of
experiences that don"t come to us through language, and are ignorant of
many nonverbal facts, making the same kinds of mistakes that we do under
the influence of language. When we learn not to make those mistakes in
general, we will no longer make them using language, specifically.

RE introspection:

There are different kinds of experiences referred to by the word
"introspection.” One meaning, the one that prevailed while
introspectionism was getting its reputation, is "imagination." Trying to
find regularities in people®s imaginations is a futile effort.

But another meaning is simply "noticing what is going on." You can say,
introspectively, "I smell something burning,” and unless you"re
deliberately lying this has to be a correct observation. The experience
may or may not relate to anything going on outside you: perhaps you're
about to have a seizure, or perhaps you"re hallucinating or dreaming.
That does not affect the correctness of the introspective report: you are
experiencing the smell of something burning. Of course if you believe
that your experiences invariably correlate with something outside you,
then the implied assertion " ... and therefore something IS burning" is
unwarranted. But if you are simply reporting appearances, whether they be
located in the part of experience you call the "outside word"™ or in the
other parts, you can"t be mistaken, and your report is data.

I quite agree (in terms of my model) that we can"t experience the neural
functions involved iIn our perceptions. We experience only activities iIn
the CNS, and even then, only some of them at one time, and perhaps some
of them never. This isn"t a problem for introspection; in fact
introspection tells us the outcomes of these processes, so we can try to
make models that could produce such outcomes.

On the other hand, we have to be aware that even our thoughts about
matters like these are known to us only introspectively. While we can
certainly know beyond doubt that we are thinking "some processes in the
brain are not accessible to awareness,”™ we cannot know beyond doubt
whether this statement has any referent in reality. It can only be true
or false in the context of a model.

I don®t think that introspection gives us "vague clues.”™ It gives us
essential clues, if we are smart enough to figure out what they are
telling us. | think that processes in our brains are more open to
inspection than many have claimed. | think they are as open to inspection
as the world we live in (and are, in fact, the same thing). After I
understand what is open to inspection, 11l worry about what is hidden.

Date: Wed Feb 05, 1992 4:22 am PST



Subject: catching up on the mail
[From Wayne Hershberger--catching up on the mail]

(Martin Taylor 920120)

>In reference to Wayne®"s equation of 80 msec presaccadic
>psychophysical and physiological effects, 1 thought it relevant to
>quote much of the abstract from the thesis of a colleague of
>mine. . .Attentional Focus and Saccadic Suppression. R.G.Angus, York
>University (Toronto), October 1974.

Apparently you did not receive my previous post thanking you for your
earlier mention of Angus®s thesis. Thanks again, Martin, and thanks
also for the extended quote. It helps confirm my earlier suspicions
that Angus®s research is only tangentally relevant to the issue Scott
and 1 have been investigating. We are timing shifts in "retinal
local signs" not elevated retinal detection thresholds.

*

(Martin Taylor 920131)

>We call it the "Little Baby" project, and I will describe it
>separately some time -- not now. The idea is to start with sensors
>and effectors much like Bill"s Little Man (Arm Demo), and to use the
>concepts of distributed coordinated control that | posted a week or
>two ago to allow the Little Baby to go from a flailing infant to a
>controlled adult. |1 don"t know if it will work. One aspect of the
>study is the learning algorithm.

Please keep us all posted on your progress. 1, for one, believe that
you are addressing the most important question that any control-
theory modeler has to face; that is, what makes (keeps) the polarity
of the feedback loops negative. The Ffirst thing to determine is the
essence of negative feedback. |1 tried to start this thread with Bill
Powers, and Rick Marken last year by asking them about E-coli (i.e.,
does the tumbling comprise a part of a negative feedback loop
controlling the geocentric direction of locomotion, or does the
tumbling randomly change the polarity of a control loop in which the
feedback goes positive from time to time. Bill and Rick posted some
very interesting replies and 1 should have pursued the matter
further, but didn"t. 1 am glad that you seem to be mining the same
vein; it promises to provide a lot of gold.

E R R

(Tom Bourbon 920120)

>Can you give an estimate of how large? Large enough that it might
>produce a series of distinct evoked responses in human visual
>cortex? This June, | will be at the magnetoencephalography lab, in
>Galveston, Texas, where we might look for physiological evidence of
>the shift in humans.

Tom, the angular size of the phantom array depends upon the size of
the saccade. The number of flashes iIn the array depends upon the
frequency of the flashes. We"ve used frequencies up to 500 Hz and
sacaddes as small as 5 degrees. The size of the array does not
appear to depend upon saccadic masking (contrary to Martin®s
suspicions) because both the first and last flash painted DURING the
saccade are visible). Your excellent idea of using magnetoencepha-
lography to look for the neural substrate of the phantom array and
its precursors is intriguing. Where would you look, in the frontal,



parietal or occipital cortex? Scott Jordan may have an opportunity
to do something along these lines. Scott has been awarded an
Alexander von Humboldt award to work for one year in Hans Kornhuber®s
lab in Ulm Germany (a post doc). You may recall from your reading of
Kornhuber®s chapter in _Volitional_action:_Conation_and_control_that
Kornhuber uses such exotic techniques. Some guys have all the fun!!

R

(Bill Powers 920120)

>My subjective experience is that form recognition moves with the
>locus of attention in the visual field and is limited in angular
>range. Things outside the circle of attention really aren™t seen as
>configurations. This idea might be experimentally testable -- Wayne,
>what do you think?

Researchers investigating visual attention tend not mess with
preattentive processing whereas those investigating preattentive
processing tend not to mess with visual attention. 1 don"t know
either research literature well enough to answer your question. |IFf
someone has an answer, 1°d be glad to listen because the question has
implications for the selection/identification of saccadic targets, an
interest of mine. For instance, is visual attention for the purpose
of i1dentifyting configurations as saccadic targets, or is visual
attention itself a response to a visual target configuaration? Or,
are both of these alternatives true? Configurations do appear to
serve as sacadic targets. Try counting the number of letters in the
rows below by saccading from one to the next; the first row is much
less difficult.

asdfghjklzxcvbnmgwertyuioplkjhgfdsamnbvcxzpoiuytrewqgazw

e

ED FORD:

Congratulations on your TV program. 1 look forward to seeing
it in Durango next summer, if not before. 1 am glad to hear of your
meeting with Kathie Kolbe, and that she intends to join the CSG.

E

(Pat and Greg Williams 920126)

>_.. not needing to "represent” the environment is a Big Deal in
>current Al, since it has proven so difficult to model
>representations.

There is another problem with representationalism; it is solipsistic.

e

(Bill Powers 920126)
>To the bug, the signhals are the reality -- just as they are for us.

Oh? What happened to the boss?

Rk e

(Greg & Pat Williams 920127)



>where there is feedback, there is analogizing.

Perhaps you could exand on this point a bit; 1 think you may be on to
something.

e

(Mark Olson 920128)

>At first | thought I was biased against nonliving control systems.
>But now it seems that 1 find the problem with that nasty
>environment/organism dotted line. The line seems a little more
>"real"™ for the living than the nonliving. When the temperature
>drop of the room causes (ontologically) the furnace to go on, I can
>explain it with physics and the line itself becomes a designation
>without real ontological status. That line seems "more real™ with a
>living system.

To me, the organism-environment interface is every bit as artificial
(nasty) as the mechanism-environment interface.

Warm regards, Wayne

Date: Wed Feb 05, 1992 4:42 am PST
Subject: Reorganization

[From Bill Powers (920203.1900)]
Joel Judd (920203.0926) and Martin Taylor (920203.0926) --

Joel says:

>1 have usually seen "Intrinsic Error"™ used in relation to physiological
>needs of the system. Yet learning is often discussed regarding
>activities that don"t seem to be "life or death.”

and Martin says:
>1"m still not clear what is meant by "Intrinsic Error."

Hokay .

Intrinsic error, which drives the process of reorganization, is just
error that the organism knows about without any previous experience -- in
other words, you don"t have to have (i.e., the body doesn®"t need) an
adult hierarchy of control systems (or any hierarchy at all) to recognize
that an error exists. This requirement follows from the necessity that a
reorganizing system exist and work from the start, so that the hierarchy
can be acquired as appropriate to the environment that happens to exist
around the organism.

For the same reason, intrinsic perceptual signals must represent
variables that aren®t the outputs of learned perceptual functions.
Intrinsic reference signals must also be built in for the same reasons.
The reorganizing system must work without any knowledge of the world
outside the organism. That knowledge does not cause its operation;
knowledge results from its operation.



Now you know as much as I know. We can guess at some types of intrinsic
variables. There are probably intrinsic perceptions related, for example,
to hunger and thirst, although of course they aren®"t perceived as hunger
and thirst -- they"re just something important, and the reorganizing
system acts when they deviate from the "'right" state. 1 have proposed
that error signals are also sensed as intrinsic variables (if large
enough and chronic enough); this is legal because every control system,
no matter what it controls, contains an error signal. Comparators, being
elementary functions, can be built in, not requiring learning in order to
exist. This means that losing control (and thus producing large error
signals) or not having it in the first place, can consistute an intrinsic
error condition, regardless of what is being controlled. The latter
condition -- "regardless of what is being controlled" -- is the essential
one if reorganization is to be effective from the beginning of life.

It"s possible to do research aimed at identifying intrinsic variables.
When an intrinsic variable deviates from its reference state, the
immediate effect on behavior is not a tendency toward behavior that will
correct the intrinsic error, but a change from smoothly organized
behavior to random variations. That"s the sign of reorganization. As
reorganization is not systematic, the initial effect could well be to
make the intrinsic error even larger. But that will speed up
reorganization and the next change will come sooner, so temporary
organizations that increase intrinsic error will not last as long as
those that decrease it. In the long run there will be a biased random
walk to the state of zero intrinsic error, if the organism doesn"t die
first. The last organization present at the time intrinsic error goes to
zero is the one we say has been "learned." It is better to think of it as
the one that prevents further reorganization. At this point, the proposed
intrinsic variable would be at its reference state.

There is no logical connection between the control system that results
from reorganization and the intrinsic error that causes reorganization.
This is what makes reorganization so powerful. If It"s necessary to learn
how to align a pointer an inch to the left of a moving target in order to
reduce the state of hunger to zero, that control system with that
reference level will be acquired, if reorganization beats out starvation.

Skinner found that 'shaping™ gives reorganization a much better chance of
working than simply withholding reward (maintaining intrinsic error)
until the requisite pattern of behavior appears. If the change in
organization required to restore control is small, the chances are much
better that a random process will discover it than if the required change
is drastic. So the experimenter allows a new behavior to reduce intrinsic
error (produce reinforcement) when the new behavior represents a partial
step toward the ultimate form that the experimenter wants to see. This
greatly increases the chance that a blind variation will succeed at each
step, so that very great changes can be brought about through a series of
small steps.

When intrinsic error is zero, the rate of reorganization does not
necessarily drop to zero. 1 have postulated, furthermore, that focusing
attention on some part of the hierarchy directs to that part whatever
amount of reorganization is going on. If the zero-error rate of
reorganization is not zero, then wherever you focus your attention, some
degree of reorganization will be occurring. If the systems involved are
already organized for a minimum of intrinsic error, reorganization will
just cause variations that keep returning to the same state. If the
environment has changed its properties slightly (inducing error and thus



attracting attention), the reorganizing will converge to a new form not
far from the old one and then vary around that form if the zero-error
rate of reinforcement is not zero.

A lot of what we call "learning"™ is not reorganization, but memorization.
When 1 show you the order in which to press the buttons to open the door,
all you have to do is remember what you saw and create that sequence-
perception again. This doesn™t require any new capabilities or any
changes in existing control systems. Learning vocabulary is probably
learning of this non-reorganizing kind. A person who is a "natural mimic"
probably doesn®"t even have to reorganize to produce the sounds of a new
language -- there aren®t any sounds this person doesn"t already know how
to produce. All that has to be "learned" is which sounds to make, and
that requires only memory.

There are probably learning algorithms too, which, once acquired through
reorganization, simply have to be applied to work out the correct action
in a new circumstance, like a computer program. The algorithm, of course,
is a systematic process, and so is not reorganization.

Joel:

>_.. It has also been suggested and promoted by Gary that Blind Variation
>and Selective Retention (BVSR) process outlined by Campbell seems to be
>a promising description for the reorganization process

Yes, I"ve suggest it too. The "selective retention" part doesn"t require
a separate ''retention' mechanism; an organization is ''retained" when it
is effective in correcting intrinsic error and stopping the process of
reorganization.

RE: language

>What"s left across people? Whatever aspects of perceptual control are
>MANIFESTED IN language.

Couldn®t have said it better myself.

Martin Taylor (920203.0926) --

>The problem of ambiguous figure preception is what 1 would call
>"Perceptual conflict.” But Bill doesn"t agree about the existence of
>perceptual conflict, so there is a problem.

Perceptual conflict implies that both sides of the ambiguity are being
perceived at once, leading to incompatible actions. But | don"t think
that "conflicting” perceptions like the Necker cube or the stairs or the
faces and vases are actually perceived at the same time. If there"s any
conflict, it would result from trying to perceive both aspects of the
input at once. A parallel example: look at the back of your left hand.
Now look at the palm of your left hand. Now look at them both.

You can"t see both because the action you take to see one rules out
seeing the other. In the Necker cube, you can see the cube only one way
at a time: the "action" required to flip to one makes seeing the other
impossible. 1 think it likely that this indicates a cross-connection
between the two perceptual computations, making them mutually exclusive.
Maybe the same machinery is involved, but with a parameter change that
create either the one output or the other but never both.



"Perceptual conflict” is really a metaphor, isn"t it? Perceptions are
just reports; they don"t try to do anything. If you add two perceptions
together, you just get the sum, a new perception; If you OR them together
you get a superposition, like a double exposure. If you wanted the sum,
or the double exposure, you wouldn"t have any conflict about it. And
anyway, it wouldn"t be the perceptions having the conflict in any case;
the conflict would be between the systems receiving these perceptions and
trying to do incompatible things with them. 1 think that "perceptual
conflict" iIs the same sort of thing as "'stimulus generalization”™ -- it
attributes the result to an agency of the wrong kind. A stimulus can"t
generalize, although an organism can. Perceptions can"t be in conflict,
although the control systems controlling them can.

From an earlier post on adaptive models:

> One aspect of the study is the learning algorithm. Do we change the
>perceptual weights so that the Little baby knows what patterns to try to
>perceive? That may be necessary, but I don"t think it will be the whole
>story. ..

A self-reorganizing model has to have built-in criteria that tell i1t when
it needs to reorganize some more. These can be any criteria that are
affected by the behavior of the Little Baby. A true reorganizing system
wouldn®"t care what the Little Baby ends up perceiving and controlling, as
long as perceiving/controlling in a certain way corrects intrinsic error.
IT you want the Little Baby to perceive/control in some predetermined
way, you have to make intrinsic error depend on departures from that way.
I think it would be interesting NOT to try to force a particular mode of
perception and control, but see what the model finds for itself.

My adaptive arm model actually uses error signals in the arm control
systems, both proportional and rate, to stimulate the changes that
optimize the arm. This is NOT part of Version 2 (with dynamics) but will
probably be in Version 3. 1°ve had it running. Actually my method is not
reorganization; it"s systematic, and | propose it as the way the
cerebellum stabilizes the limb control systems. | haven"t tried a real
reorganizing system yet, but will, perhaps as an option for Version 3.

> Do we use Genetic Algorithms on ECSs working in imagination
>mode to organize patterns of reference signs that create cooperation and
>not much conflict?

IT you use them in imagination mode, you lose the advantage of having
real environmental properties in the loop (unless the imagination mode
perfectly simulates them). | think it"s better to have reorganization
working all the time, on line. The critical thing is what conditions of
the system are monitored by the reorganizing system as intrinsic
variables (independent of learning).

Best to all,

Bill P.

Date: Wed Feb 05, 1992 10:03 pm PST
Subject: social bonding

Certain aspects of "male bonding"™ involve pretended threats of violence.
I understand that this is common to all mammals. Bateson talks about it



in an essay on the origins of play reprinted in _Steps_.

How can a mammal without language communicate something about its
relationship with another? How can it communicate "1 am friendly"?
Basically, by initiating what appears to be a threat and then not
carrying it out. Watch puppies playing. They growl and grab with their
mouths, but don"t really bite. This is what we call play.

We humans continue in the same mammalian boat. (Perhaps it"s a bigger
ark than just mammals, but that doesn™"t matter just now.) Why? We do
have language, why do we need these primitive, pre-linguistic forms of
communication? Because we can lie with language. But it iIs much more
difficult to lie with what we call body language. And people who learn
to manipulate their image, their presentation of self, evoke profound
distrust when we find them out--salesmen, politicians, even actors. But
we do find them out because of inconsistencies. Deception in nonverbal
communication is very hard to sustain. We appear to control for
information about our relationships with others. When there is
incongruity between consciously controlled verbal channels and other
channels of communication, a controlled perception of some sort is
disturbed.

Deception is hard to sustain because when nonverbal communication occurs
naturally we control it unconsciously. When we attempt to carry out
consciously control that is usually unconscious, we interfere with it.
We stumble, or the bicycle falls over. We can rehearse scenarios (like
President Shrub), but circumstances don"t always follow the script.
Hence closely managed "photo opportunities.”

The feigned aggression of play can easily escalate into real conflict.
There are many accounts of people becoming great buddies after having an
introductory fight. We might each be able to share some--men and women
alike. The two people didn"t like each other at first. Why? |1

think because they had so much in common. Perhaps they each saw the
other as a competitor for the same interests.

There are other ways to communicate relationship. Deborah Tanner®s work
suggests that a way prevalent among women is to sacrifice something of
value for the sake of the other. This is called accomodation, or
compromise. Person A wants arrangement (a), and person B wants
arrangement (b). A ascertains what B wants, makes sure B knows that
she, A, wants (a), or at least that she wants something different from
(b), then changes her goals so as to include (b) instead of (a), and
makes sure that B knows that she has done so. B is then appreciative,
and reciprocates when the opportunity arises, or else A expresses hurt
feelings, anger, etc.

This works OK when (a) and (b) are token sacrifices, and the
relationship itself is the real subject of nonverbal discourse. The
process degenerates to manipulation when the expectation of B
reciprocating some specific thing that A wants becomes the motivation
for A"s sacrifice.

There was an "I cut, you choose" strategy proposed for arms reduction,
before Gorby performed his astonishing disappearing act. It"s worth
keeping around for other purposes. Each side puts things to be
exchanged on the table. Each side assigns values to all the things,
from both sides. The values are private. They almost certainly don"t
match. A offers to give some (a) of relatively low value to A. B



proposes several things that have the same or smaller value in B"s value
system. From these, A picks one (b) that has a higher value than A"s
(a) has in A"s value system. They exchange. Each gives up something

of less value in exchange for something of more value. The apparent
paradox is due to the fact that their private assignments of value
differ. (Detail: If A"s proposed (a) isn"t worth anything to B, or if A
doesn"t like anything that B offers in response, then A tries something
else. They take turns initiating after each successful exchange. Other
arrangements for turn-taking are possible, such as simultaneous offers.)

This dynamic often underlies successful use of the "female bonding"
communication pattern Tanner describes. When it does, neither side
sacrifices anything except in exchange for something better. Better in
terms of her own value system, that is. It is remarkable and intriguing
that each side can then be quite literally taking advantage of the
other, with no detriment to either.

Sounds good to me!

Bruce Nevin

bn@bbn.com
Date: Wed Feb 05, 1992 10:22 pm PST
Subject: | got it Dag

[From Wayne Hershberger]
Dag Forssell:

I received the manuscript you sent me by conventional mail.
Thanks. The graphics are great.

Warm regards, Wayne

Date: Thu Feb 06, 1992 12:22 am PST
Subject: Unnecessary messages

The amount of traffic on this mailing list is oppressive enough.
Fortunately I run my own system so that I have set up a separate account
just to handle this bandwidth, but it still seems excessive.

Would it be appropriate to ask that at least personal mail like the
following not be circulated to the entire list? A lot of the mail falls
along a spectrum from general interest to very specific, and when only
one or two individuals are likely to be interested in the mail, why load
down the net with copies to everyone?

Also please note that some addresses, like the following, cannot be
replied to. 1 suggest that users try to incorporate valid Internet or
BITNET addresses in ther signatures if they can®"t get them into the
headers.

>Date: Wed, 5 Feb 1992 08:38:00 CST



>From: TJOWAH1@NIU

>Subject: | got it Dag

>Sender: "Control Systems Group Network (CSGnet)'" <CSG-L@UIUCVMD.bio.ns.ca>
>To: Multiple recipients of list CSG-L <CSG-L@UIUCVMD.bio.ns.ca>

>Reply-to: "Control Systems Group Network (CSGnet)" <CSG-L@UIUCVMD.bio.ns.ca>
>Message-id: <A4D0223A1685028D8A@AC.DAL.CA>

>

>[From Wayne Hershberger]

>

>Dag Forssell:

>

>1 received the manuscript you sent me by conventional mail.

>Thanks. The graphics are great.

>

>Warm regards, Wayne

Bill Silvert at the Bedford Institute of Oceanography

P. O. Box 1006, Dartmouth, Nova Scotia, CANADA B2Y 4A2

InterNet Address: bill@biome.bio.ns.ca

Date: Thu Feb 06, 1992 12:40 am PST
Subject: learning

[from Joel Judd]
Bill (920204)

Bless you for the timely restatement concerning reorganization. It helped
to refocus my attention on several aspects. For one, you said

>Tha last organization present at the time intrinsic error goes to zero is the
last one we say has >been "learned"...There is no logical connection between

teh control system that results from >reorganization and the intrinsic error

that causes reorganization.

I interpret this to mean that the less constrained the blind variation, the
more variety in learning "outcome."™ So in comparing 1st and 2nd language
acquisition, one sees convergence in children because their learning
coincides with CSH devlopment, and it is often focussed on particular
linguistic aspects with which they have had prior non-linguistic experience
(eg. reference). Older L2 learners, on the other hand, are coming at
language acquisition with a lot of "baggage': a developed CSH and
accompanying linguistic abilities. Is it surprising then that there is
evidence for greater divergence among older language learners? The
pre-linguistic experience and socialization drive that have shaped primary
language acquisition are often gone and buried in the adult"s reliance on
language to define himself. The need to develop native-like skills in an L2
can be hard to come by. So what if 1 don"t know the current slang, or the
phonological contrasts, or verb inflections? I can rent an apartment, and
go shopping, and talk to the natives.

I better quit before I talk myself out of a job.
>A lot of what we call "learning”™ is not reorganization, but memorization.

This is what struck me in reading Campbell®s 1974 Evol Epist paper. For



blind variation to be as pervasive as he proposes, there must be A LOT of
primary learning going on, really fundamental perceptual stuff, early on,
upon which social and envirnmental interaction can build. There must be a
tremendous amount of change in the first 3-4 years. It just seems that so
much of what we do as adults, the day to day stuff, isn"t reorganization,
but it"s origins have to be. One example might be the following article

"The *decline* of visually guided reaching during infancy"™ by Emily
Bushnell in _Bridges Between Psychology and Linguistics_, 1991. The message
of this paper is that neonates (3-5 months) seem to employ ballistic arm
movements In reaching-- movements that tend to be quick and inaccurate.
Around four months, however, the movements become somewhat slower (.5 sec
by one account) and 'devious," or visually *guided.* Part of the discussion
of implications relates to how learned reaching frees up attention for
other cognitve activities and further development. 1*d like others”®
reactions this article (a footnote says that the same paper can be had in
_Infant Behavior and Development_, 8 (1985) pp-.139-55.

(1f you check out the book, you get added bonuses like the first two
sentences from the second paper: "A central aim of the behavioral sciences
is to understand how behavioral sequences are centrally controlled. When we
talk, type, or engage in other voluntary activities, we rely on a complex
set of internal events to activate the appropriate muscles at the
appropriate times.")

Date: Thu Feb 06, 1992 12:58 am PST
Subject: Reversals; BEERbug; word recognition

[From Bill Powers (920205.0800)]
Martin Taylor (920204.1210) --
Yes, | was using the time received. Will use posted time when given...

You will be glad to know that 1 have used a teakettle to blister two
typing fingers. This should make my remarks significantly more pithy.

>1 take "‘perception” in "perceptual conflict” to refer to the output of
>some perceptual combination function in an ECS, and you take me to task
>pecause the "conflicting” percepts are not simultaneously in
>consciousness.

You"re proposing a perceptual model in which all possible perceptions
(whether apprehended consciously or not) based on a given input are
“"fully developed."” This would be the literal pandemonium model. OK. IF
that were the case, 1 should think that at least sometimes, under some
conditions, one could attend to both perceptual sighals at the same time
and experience both orientations or interpretations at once.

My @mpression, however, is that it"s literally impossible to see the
Necker cube in both orientations at once. | think that the reason has to
do with the fact that the "cube"™ is a two-dimensional object and we"re
trying to interpret it in three dimensions. In order to create the sense
of depth we have to imagine a missing piece of information: the positions
of the corners in depth. If we imagine that one corner is far away, we
see one orientation. Changing the imagined depth information causes the



cube to be seen oriented the other way. One signal has only one value at
a time, so we can"t imagine the depth dimension of a given point as being
both near and far. (I just thought of that this morning).

By this hypothesis, we don"t have two fully developed perceptions, but
only one at a time. This would explain why we can®"t experience both at
the same time -- the sighals don"t exist at the same time at the 3-D
level.

This idea sounds consistent with your most ingenious experiment with
reversals. As you say, most figures are susceptible to more than two
interpretations. Each dimension of possible reversal corresponds to a
piece of missing information that must be imagined in order to turn the
2-D figure into a 3-D figure. If there are K equally valid imagined
(binary) states of the missing perceptions, then there should be 27K
possible reversal combinations, although a given person might not
discover them all. For example, one easily-missed interpretation of the
Necker cube is that of a flat non-regular hexagon. That"s actually quite
hard to see. The possible states may not be binary.

I was very interested in the rate-of-reversal results. This "random walk"
behavior sounds a lot like reorganization, which as you know I associate
with the focus of attention. It"s as though the reorganization process
were Flipping randomly through all the states of imagined information
that would make sense of the 2-D figure as a 3-D figure. If there were
one "best" interpretation, this method would find it. This has got to
have something to do with how perception gets organized in the first
place.

Through a CSG member, Sam Randlett, | became acquainted with The Great
Randy, a magician. He showed me a huge collection of "effects" he had
worked out that depended on this reversal phenomenon, some with dozens of
possible points of reversal with sensible interpretations for all of
them. But one astonishing demonstration consisted of a large card crossed
by many diagonal lines. By diverging or converging the eyes a little, the
lines could be made to coincide in different ways, and one "best" way
quickly stood out: it turned into a 3-D grid of rods!

Another demo was simple and eerie. Take a 3 x 5 white filing card and
fold it in half so the crease is along the long dimension. Adjust it so
the angle at the crease is about 90 degrees. Then stand the card up on a
uniform table surface with the crease away from you, stand back a way,
and look at it with one eye. With a little effort, you can make the card
"lie down,"™ so it appears to be oriented with the crease parallel to the
table surface and the parallel edges resting on the table. Once you have
made the card lie down, sway slowly from side to side, and prepare to
jump out of your skin.

Pat & Greg Williams (920204) --

>Beer”s model of the physics is a proportionality constant between bug
>velocity (not acceleration) and leg force. Slipperiness would reduce
>that constant of proportionality.

So v(body) = k * f(legs)? Accepting the linear force-velocity function,
we still have a problem with those little legs. If the constant of
proportionality is reduced, v(body) will become smaller, won"t it? If the
legs are fixed to the surface when iIn contact with it (as | deduce they
are), the legs will move more slowly, not more rapidly, relative to the



body. To make a slippery surface, you would have to allow the feet to
move backward without moving the body forward. And then, because the
output is a force, you"d have to add the way leg position depends on
neural output when resistance to leg movement is reduced. How will the
legs move when the bug is on its back?

From your description it seems that leg velocity is made proportional to
the driving neural signal amplitude, and that body velocity is equal and
opposite to leg (relative) velocity. Maybe we could bypass all this
guessing if you would just post the calculation that relates body
velocity to leg force.

>But it is at least arguable that a lot less faith and implicit
>ignoration (of coordinates and a lot more besides!) is behind, say,
>Beer"s modelling of the walking circuitry of the bug than is behind,
>say, your own models of high-order loops affecting lower ones by
>altering the latter"s reference signals.

Ooh, ow! Just remember that the neural circuits Beer omitted are those
that didn"t seem important from a non-CT point of view. If we can catch
Beer"s model in a wrong prediction, then it doesn"t matter if the
circuits he presented correspond to (selected) neural circuits: he"s got
it wrong. So far it looks as if his model predicts incorrectly when we
introduce real physics into it. Unless cockroaches behave like his model
would. It would be nice if Beer had based his model at least in part on
behavioral data under appropriate external disturbances.

The reason 1"m not hot about neural modeling is that it"s just analog
computing done with elements that purport to represent neurons. Calling
the elements neurons doesn"t change the computations. The connectivity of
the real nervous system is certainly suggestive of the system®"s gross
organization, and the idea of neural oscillators is useful, but the
actual representations of neurons and the functions they compute iIs very
limited.

I think we could have come up with the concept of neural oscillators
without knowing the circuitry, and that we would have guessed that
sensing positions of the legs would be Important in creating Ffinite back-
and-forth movements. Even just guessing, we probably could come up with a
walking bug that works quite like Beer®s model. 1f Beer had an exhaustive
model of all the neural connections, all the sensors, and all the
functions computed by each neuron, he would have a model built from first
principles. But I don"t think that®"s what he has.

It looks as though you®"re forcing me to try my hand at your program.
Sigh.

Bruce Nevin (Tue 92014 12:11:05) --

I hope my 920204 post lifts some of the fog we"re plowing through. 1 know
we have many basic agreements by now. 1 know also that there are weak
spots in my use of the pandemonium principle, but so far 1°ve seen
nothing else that works better.

Here"s one point we may be able to work through:

> _.. I understand that an ECS for a relationship among words or a word
>sequence does not ordinarily accept non-word perceptions as input ...



Let"s unpack this a little. Suppose there are some words recognized below
the relationship level. They are recognized by specialized word-
recognizers. On that we agree.

The outputs of these words recognizers are signals, not words. The
signals indicate THAT the words are present in lower-level perception.
They are not themselves words. You have to include lower levels of
perception in your awareness to see the details that make one word-signal
refer to something different from another word-signal.

Now suppose that these words are nouns referring to the experience of a
red color, and of a square shape. The words are "red" and '"square™.

The experience of the red color and the experience of the square shape
may also be present as signals. The signals are neither square nor red,
but indicate that the experiences of squareness and of redness are
occurring, if they are.

We now have four signals indicating the presence of squareness, redness,
the word "square'™, and the word "red." These sighals are all alike except
for their sources.

Suppose these signals now enter a higher-level perceptual function. This
function doesn"t know where the signals came from. It has become
organized to treat the signals in pairs: squareness OR ''square', and
redness OR "red"™ (1"m identifying the signals by their sources). This
perceptual function will thus respond in the same way when presented with
redness and ''square', redness and squareness, "red" and squareness, or
"red" and "square.' The output stands for some relationship between
redness and squareness -- for example, redness is perceived as an
attribute of the squareness. The relationship "is an attribute of" is
reported as existing. The relationship signal does not say what is an
attribute of what; it merely says that attributeness iIs present.

The perceptual signal coming out of the higher system"s input function
simply indicates that the particular relationship is present. The same
relationship might be derived from many other inputs to the same input
function: it is totally redundant with respect to the sources of the
signals, as long as the requisite relationship is present. And the output
of the perceptual function contains no trace of the source of the
signals.

There are now four ways to produce the sense of "is an attribute of". You
can present a patch of red and the word "square,' or any of the other
three combinations. Or you can present any other words and experiences
that are input to the same higher system and exemplify "is an attribute
of."

I apologize for this hastily-constructed and awkward example. | hope that
the principle comes through without objections to the details getting in
the way. The principle is that higher perceptual functions don"t care
whether their input signals originated in a word-perceiver or in a
perceiver for the nonverbal experience that occurs under the same
circumstances that the word occurs. This way of viewing matters means
that once we pass the level where words are recognized as such, there is
no difference between verbal and nonverbal perceptions, and there is no
specialization into word-handling functions and nonword-handling
functions. If a sense of relationship Is evoked, it does not contain
information about the kinds of things that are related. That information



exists only in the lower-level systems.

I"m ready to entertain any exceptions or modifications of this basic
picture, but I think we have here a very simple substitute for the
concept of "association.” We haven"t really added anything to the basic
model of the perceptual hierarchy. We"ve just said that some perceptual
signhals are treated as equivalent to others if they occur under similar
enough circumstances. We can now understand sentences like "U go B 4 me,"
or those children®s puzzles where a picture of something substitutes for
some of the words in a "sentence." We can even understand "‘purely
linguistic" discourse -- all the inputs come from word-recognizers.

111 stop with that -- what do you think? Is this getting somewhere?
Re: operator grammar

>No, Harris would not predict the unacceptability of these sentences from
>the operator-grammar description of them.

I didn"t mean to imply that. I meant that Harris would say that the
sentences (like "the slipper chewed the puppy') are rejected because they
entail using a word like "slipper" as an operator taking an argument,
contrary to findings about normal usage of that word. 1 didn"t mean that
he could predict normal usage.

I accept what you say about Harris, but let"s leave that for another
time.

I echo your kudos for the excellent job Greg Williams did with Open Loop.
He weaves together many separate posts so the stitches are invisible.
Really remarkable.

Best to all,

Bill P.

Date: Thu Feb 06, 1992 1:56 am PST
Subject: Re: Unnecessary messages

Bill Silvert (920205) says:

>The amount of traffic on this mailing list is oppressive enough.
>Fortunately 1 run my own system so that | have set up a separate account
>just to handle this bandwidth, but it still seems excessive.

>

>Would it be appropriate to ask that at least personal mail like the
>following not be circulated to the entire list?

While I probably wouldn"t use the word "oppressive”™ to describe the amount
of mail on CSGnet (1 find much of it quite liberating instead), it is a LOT
and so 1 feel that Bill S."s request is appropriate.

Although personal messages are actually quite rare on the net, when they do
show up it"s probably because the sender doesn"t have the recipient”s
address. So let me remind netters how to get addresses.



Just send the following command as the first line of a message to
LISTSERV@VMD.CSO.UIUC.EDU or LISTSERV@UIUCVMD.Bitnet.

rev csg-I

and you willl get a list of all CSGnet subscribers and their e-mail
addresses. Address with more than one part (separated by periods) after
the @ are Internet address while those with only part after @ are Bitnet
address and may require the addition of ".bitnet" to be reached from an
Internet site.

BUT MAKE DOUBLY (even TRIPLY?) SURE THAT THIS COMMAND IS SENT TO LISTSERV
AND NOT CSG-L OR YOU WILL DO EXACTLY WHAT YOU ARE TRYING NOT TO DO, I.E.,
SENDING "PERSONAL"™ MESSAGES OVER THE NET.

>Also please note that some addresses, like the following, cannot be
>replied to. 1 suggest that users try to incorporate valid Internet or
>BITNET addresses in ther signatures if they can"t get them into the
>headers.

I believe that TJOWAH1@niu.bitnet is indeed a valid Bitnet address. My
software automatically adds .Bitnet when responding to Bitnet addresses and
so Bill S. may want to consider doing this as well.

Finally, short personal comments don"t cause nearly the same disturbance
(at least not for me) if they are stuck into a post of general interest to
the net. 1"m not saying this is better than a direct personal message, but
it is certainly better than a separate personal message sent over
CSGnet.--Gary

Gary A. Cziko Telephone: (217) 333-4382

University of lllinois FAX: (217) 244-0538

Educational Psychology Internet: g-cziko@uiuc.edu (1st choice)
210 Education Bitnet: cziko@uiucvmd (2nd choice)

1310 South 6th Street NOMJZ

Champaign, 1l1linois 61820-6990

USA

Date: Thu Feb 06, 1992 2:13 am PST

Subject: chewing the slipper

[From: Bruce Nevin (Wed 92015 13:03:56)]

Real quick reply (sorry).

(Bill Powers (920205.0800) ) --

>This way of viewing matters means

>that once we pass the level where words are recognized as such, there is
>no difference between verbal and nonverbal perceptions, and there is no

>specialization into word-handling functions and nonword-handling
>functions. If a sense of relationship is evoked, it does not contain



>information about the kinds of things that are related. That information
>exists only in the lower-level systems.

Are you saying that there are no program perceptions for syntax, for the
conventions by which words are arranged in linear order? Or are you
saying that those same programs apply equally well to non-word
perceptions? That Achumawi speakers arrange the nonverbal perceptions
|chew], |puppyl, and |slipper| in that order, but English speakers
arrange them so that the perception |chew| comes after the perception
Ipuppy|? The convention for linearizing operator-argument dependencies
may differ from one language to another. 1In VSO languages, the operator
word comes first. 1In an SVO language like English, the operator word
"chew" comes after its First argument word and before its second.
(Conventions of both languages provide for a few alternative secondary
linearizations for emphasis of the word in front position, e.g. "*John*
I can believe she dated".) Your proposal makes it difficult to see how
this could be under program-level control. Similar problems with
control of other aspects of linguistic structure above the word level.
You can"t very well say that the structure inheres in the world of
nonverbal perceptions, to the extent that it is not universal.

Briefly, it appears to me that some higher-level control applies to
words but not to their "referents'" (nonverbal perceptions). Can you see
a way past this?

>l meant that Harris would say that the

>sentences (like '"the slipper chewed the puppy') are rejected because they
>entail using a word like "slipper" as an operator taking an argument,
>contrary to findings about normal usage of that word.

"Slipper"™ is not an operator. The difference between the two sentences
is that the arguments of the operator "chew'" are in the reverse order:

N Oonn N
The puppy chewed the slipper.
The slipper chewed the puppy.

The two sentences are of the same form (same sequence of word classes).
IT we construct two sets of sentences with the same word choices, one in
one order and one in the other, and then compare the relative
acceptabilities (within each set) of corresponding sentences, we find
that the acceptability-differences are not preserved under this proposed
operation of reversing the order of the two Ns. Therefore, it is not an
operation iIn the grammar: it is not a product of reductions and/or the
assertion of additional operators.

We might suppose that "puppy’ belongs to a class of animate nouns to
which "slipper™ does not belong, and "chew" belongs to a class of
operators that requires an animate noun. Many efforts have been made
along these lines, constructing systems of semantic features and rules
for their combination. One essential problem with these approaches is
the unnoticed fact that the semantic features are vocabulary items iIn a
special metalanguage, of which the rules for combination constitute the
grammar. Now: what is the semantic interpretation of this special
metalanguage?

Perceptions, we could say, nonverbal perceptions in the control
hierarchy. But why not just say that for the language, without recourse
to the separate metalanguage? The usual answer is that the metalanguage



of semantic features is regular and explicit (or would be if the program
were ever successful, which it has never been so far), with a 1-1
correspondence of form with meaning, whereas the ordinary language is
cluttered with ambiguity and irregularity. But those are precisely the
claims made, with empirical demonstration, for Harris"s unreduced
operator-argument dependencies.

In this perspective, objection to the artificiality of some of his
sources and intermediate stages seems kind of silly. There is no
objection to the metalanguage of semantic features being different from
ordinary language. It is the operator-argument dependencies we are
after, as they are prior to linearization. Who expects them to "sound
natural™? How could they?

The difference is that for Harris®"s semantic representation (unreduced
word dependencies) there is In every case a step-by-step transition

to ordinary language, using for each step only operations that are
demonstrated to apply widely throughout the language, for relations
between perfectly ordinary sentence-pairs as well as for relations of
""daggered”™ forms to more normal forms.

That turned out to be less brief than I planned.

Bruce
bn@bbn.com
Date: Thu Feb 06, 1992 2:32 am PST

Subject: Re: Reversals; BEERbug; word recognition

[Martin Taylor 920205 13:45]

(Bill Powers 920205.0800)

>

>

>My impression, however, is that it"s literally impossible to see the
>Necker cube in both orientations at once.

Here"s the problem with introspection. |1 disagree, based purely on my
subjective experience. So where does that leave us? There are all sorts
of possible arguments, based on different theoretical positions. You may
say that 1 am lying or deceiving myself, based on your own experience
buttressed by your theoretical position. | say that 1 am not, because

I perceive (consciously) what 1 perceive, and I know that I am telling
the truth about it (but is that the truth?).

There is lots of research in different areas, indicating that it is the
bringing to consciousness that causes the uniqueness of perception. |
cited some of it at various times. Perhaps it is the preparation for
action based on perception that both brings it to consciousness and that
forces a choice among the possibilities.

You say that the flat hexagon is rather hard to see. But for a naive
observer who hasn®"t been told what to see, it is not an unusal first
perception of the Necker Cube. That was part of the point of the study--
you perceive what you have been primed to perceive, at least consciously,
and probably to a lesser extent unconsciously as well.



By the way, one form of asbestos is chrysotile, not chrysolite. 1 checked
again with the Science editorial.

In your response to Bruce, you describe a situation with the words "red"
and "'square' and objects that have those attributes, and you assert that
it does not matter whether the object attribute or the word results in

a higher-level signal. Here is another case in which perceptual conflict
can occur. It is called the Stroop effect. Imagine the word RED written
in blue ink or in red ink. |If you are asked to respond to the word as

a label, by pushing a red button or a blue button, you will be quicker,
and probably more accurate, if the word and ink colour agree. If they
don"t you get a conflict, resulting in slow and probably inaccurate
responses. There are lots of theories about it. Timing relations
between the colour presentation and the word presentation are important.
The situation is even more complex when a higher-level abstraction is

the source of a conflict. Imagine having to press a button marked "animal™
or one marked "tool" and being presented with a cartoon horse with the
word ""hammer'™ written across it, and being asked to press the button
according to which picture was being shown. You get one pattern of
interference (the pictures are faster, if | remember correctly). But

if the buttons are for Horse and Hammer, then the words are faster.
Categories take more time to determine than their exemplars do, from

the words, but the reverse is true from the pictures (I may have that
reversed, but the principle holds, and I think | stated it the right

way round).

There must be a place where the two sources of information converge to
produce the same result, 1If you have to make an action choice based on
one or the other, but they are equally clearly separate in their effects
in many ways. Especially if one of the sources is word-based.

Martin

Date: Thu Feb 06, 1992 3:32 am PST
Subject: words and other perceptions

[From: Bruce Nevin (Tue 92014 12:11:05)]
Bill Powers (920130.0900) --

>no separate linguistic chain. It is all one hierarchy. Words are
>perceptions like any other perceptions: there is absolutely nothing
>special about them. Higher level perceptions are functions of lower level
>perceptions regardless of [what] those lower perceptions consist of

>, .. 1 recognize only one hierarchy
>0f perception and control, and it must do everything that is done to and
>with perceptions.

I meant to specify, not separate control hierarchies, but lines of
control or signal-passing within the one hierarchy.

I understand that the recognizer for the word "pattern’” accepts only
certain transition and configuration signals as input matching its
reference signal. It is specialized for the word "pattern”. It does
not respond to the sound of a car starting, for example. |In all general
respects it Is just an ECS like any other ECS, but in terms of its



particular 1/0 connections and signals it is specialized for language,
for English, and for the word "pattern.”™ Similarly, the event or
(configuration?) recognizer for the syllable "pa"™ that occurs in that
word. That ECS does not accept the sound of opening a door as matching
its referent. And similarly the configuration ECS for the phonemic
segment /p/.

Sensations and intensities are probably not specialized for language.
But I understand that an ECS for a relationship among words or a word
sequence does not ordinarily accept non-word perceptions as input,
though the iconicity of reduplication may be an exception. Perhaps a
word-class recognizer might also control for class or category
membership of non-words, though I doubt it. The use of a program both
for words and for non-word perceptions seems even more dubious. That is
why | separated them. The question for me was, what is the mechanism
for associating a word perception, or a word-dependency perception, with
a nonverbal perception? How does the control hierarchy bridge the gap
between the two sorts of perceptions.

You are telling me that my presupposition was wrong, that there is no
gap to be bridged:

>that is not a

>physical division, only a division of convenience, a way of categorizing.
>This division is misleading, because it implies that there are
>perceptual, comparison, and output functions concerned EXCLUSIVELY with
>words, so that one could tease the two hierarchies apart into physically
>separate strings of nerves with some undefined sort of connection running
>petween them. This is not my picture of the brain.

>What makes a perception into a "word" is not anything special about that
>perception, but the way it is used, the context within which it is used,
>the higher-level systems that use it (my version of Wittgenstein®s
>principle). If word sequences are significant, they are significant to
>the same level of sequence recognizer-controller that deals with all
>other Kkinds of sequences -- without it, word-sequences would be
>unrecognized in the dimension of sequence, and they could not be
>produced, either.

Help me understand you. It seems to me that this second paragraph says
nothing more than what | have said. A word-recognhizer is just like any
other event-recognizer in itself. However, its connections to other
ECSs on higher and lower levels (and perceptions associated with it in
memory?) make it unique.

To this 1 was adding that some ECSs have more in common in their
connectivity and context of use. Looking at an imagined model, we from
the outside can say that they cluster into different kinds, though the
clustering may not be physical. 1Is this incorrect?

I am troubled about the role of language in hierarchical control and by
the capacity of language to confuse us. |1 am troubled because we seem
to be dependent upon shared language for representing our perceptions to
one another. For these reasons, looking at the imagined model from the
outside, the distinction between a kind of ECS associated with language
and those that are not is important to me. |1 don"t think that you

are saying that all ECSs are associated with language.

I am not saying that there must be structures or "brain organs"



specialized for language. | think it is likely that ECSs involved in
language control are to a degree distributed among ECSs for nonverbal
perceptual control. 1 don"t think the data on aphasia and brain damage
support the radical extreme of this view, that e.g. vocabulary for
locomotion is collocated with ECSs for locomotion. But 1 don®"t know
this. Is that what you are saying?

>long ago. For example, in your insistence that the structure of language
>is a social convention you were telling me that the structure of language
>that you were investigating is NOT a property of the human brain. To the
>extent that language is conventional, its structure is optional. Only
>those aspects of it that are exactly the same for every single human
>peing can reflect true properties of and basic functions of the brain.

Some aspects of language structure appear to be universal and to reflect
true properties and basic functions of the brain. Others vary (are
optional) and appear to be conventional. The theory of language | have
been discussing is concerned with both, and makes the distinction on a
well defined basis and | think in a way that is useful to you.

The relation between the two is important for the vexed question of
social influence.

Bill Powers (920131.0800) --

>what is gained by using such awkward and ambiguous expressions?
Awkward, yes. Ambiguous, nho.

The purpose is to have an explicit 1-1 correlation of form with meaning.

In most cases, the reductions (taken singly) are optional do not involve
any artificiality. Thus, 1| zeroed "the purpose of using such
expressions' to "the purpose" in the preceding sentence. The former is
more wordy, and if I wrote like that a lot it would be harder to
understand because of all the repetion. Probably a matter of short-term
memory, tuning out the familiar, and losing track of when to tune in
again for new information, or that"s my guess.

For constructions that are relatively new developments in the language,
such as the progressive use of -ing, proposed sources and sometimes
intermediate steps can be quite awkward. This is the same thing as
saying that the reduction is obligatory (or nearly so) rather than
optional.

Bill Powers (920201.0900) --

>In your illustrations of the method of Harris, certain phrases come up
>that are considered by many people, perhaps even every person who speaks
>English at all well, as unacceptable. Can you think of any *a priori*
>reason why people would consider the following phrases unacceptable, even
>if they weren"t being compared with other phrases?

>The slipper chewed the puppy
>The ball ate the ice cream
>The ice cream ate the ball

>1 believe that Harris would say these phrases are unacceptable because in
>each case the subject of the phrase is an operator that does not take an



>argument, and so can"t be connected by a transitive verb to an object.
>That isn"t an a priori reason, but a generalization derived from
>considering many comparisons of phrases by individuals. The explanation
>should be stated more empirically: it has been found that ...

>

>The *a priori* reason 1"m thinking of is simply that the implied events,
>which we can imagine, never actually happen. We have never seen anything

No, Harris would not predict the unacceptability of these sentences from
the operator-grammar description of them. Just the reverse, in a sense.
He would say that some of the words are operators, that certain
operator-argument dependency relations are there, and certain
reductions, because differences of acceptability (in the judgment of
native speakers of English) are preserved when you compare one set of
sentences (perhaps including some of these) with other slightly
different sentences. The judgement of acceptability is a datum, a black
box into which Harris does not peer. From the ranking of
acceptabilities he can verify that certain sentence-differences involve
only asserting additional operators or carrying out reductions, and
others do not. He does not predict the unacceptability; he uses the
preservation of acceptability-differences as a criterion to verify
proposals about the structure of the language.

OFf *course* the differences in acceptability are due to our ability to
imagine circumstances of which we might say a given sentence. "The
slipper chewed the puppy'"™ might be said in context of describing a dream
or a cartoon, "The Slipper®s Revenge." Fine. |If some other set of
sentences is related by operators and reductions to the one containing
this sentence, then the corresponding sentence (it was the slipper that
chewed the puppy' or 'the slipper began to chew the puppy'" maybe) has
the same restriction as to the context in which it makes sense. The
details of remembered and imagined perception, being an intractible
morass, are tidily encapsulated in this simple criterion. This is what
I mean by a constrained appeal to meaning.

> By this method, Harris
>is not really exploring the world of language. He is exploring the world
>o0f perception.

I agree that the conclusions Harris reaches about language can tell us a
great deal about the world of perception.

>1f you were to make up another set of sentences relating to aspects of
>the world of which a person has had no experience, judgements of
>acceptability would mean nothing:

Yes, | agree. This becomes important for sublanguage grammars. It is
why the changing structure of the sublanguage of immunology described in
_The Form of Information in Science_ reflected the concurrently changing
understanding of the field. Before a certain development, immunologists
were "‘naive'" about T-cells, after it they were not. A nailve person
would say "antibodies reject the host"” or '"the resistor heated the
current”. A person who knew something more about immunology would not
say the First, and a person who knew something about electronics would
not say the second. Here, "naive" is completely coincident with not
knowing the sublanguage, and "knowing'" the field is completely
coincident with knowing its sublanguage. One cannot learn the
sublanguage without controlling the perceptions of the field, and
conversely one cannot learn to control the perceptions proper to the



field without learning its sublanguage vocabulary and grammar.
Resistance to change is perhaps often mostly resistance to sublanguage
change.

>l repeat: this is just asking how the world of perception
>works, with the words being used merely to indicate the perceptions.

It is tricky when expectations (memory and imagination) arising from
association of words swamp ongoing perceptual input. Happens all the
time, right?

>These partial orderings Harris takes as properties of
>language itself.

He does not make that claim.

>1f the same partial orderings are found in another
>language, Harris assumes that they indicate invariants of language that
>are characteristic of human Language.

He says nothing about the partial orderings beyond their availability
for verifying details of the grammar, one at a time.

>This being an empirical study, the

>question as to WHY these orderings appear is not asked. That is, Harris
>does not look to any other level of explanation of the orderings as a way
>0f predicting whether one ordering will be observed while another will
>not.

You are inditing Harris for not knowing about control theory. Sua
culpa. Let"s make up for the omission, shall we?

(Martin Taylor 920203 11:45) --

The two senses of "asbestos" (distinguished as chrysotile and
crocodilite only in a mineralogy sublanguage) echo some of Whorf*"s
experience with insurance claims. One example, people read
"inflammable™ on the sides of "empty" barrels as ""not flammable,'™ with
explosive and expensive consequences. 1"11 look for the

March 2, 1990 of Science.

There"s an article "Inside the mind of a monkey" in _New Scientist_ for
4 January 1992. There have been several lately on whether or not
simians have "self-awareness' required to attribute mental states to
another. The claim is that they are good behaviorists but not good
psychologists!

Also, an article on schooling in invertebrates, in NS for 23 March 1991.
And an article in yesterday®s Boston Globe described use of infra-sound
(very low frequencies) by large land animals, mostly large mammals, but
also crocodiles. These signhals are quite complex, and carry for many
miles over land, though of course not the 10K mile range of whale
signals in the ocean (before the clutter of ships®™ engine noises).

Greg--1 am most impressed with the span of time from which you drew
material for the "social control™ issue. 1 can imagine that in a way
making it topical makes it more manageable. That"s still a heck of a
lot of ground to cover. Kudos!



Bruce Nevin
bn@bbn.com

Date: Thu Feb 06, 1992 11:07 am PST
Subject: Beer®s Bug; PCT and PCT

From Pat & Greg Williams (920206)
>Bill Powers (920205.0800)

>To make a slippery surface, you would have to allow the feet to
>move backward without moving the body forward. And then, because the
>output is a force, you"d have to add the way leg position depends on
>neural output when resistance to leg movement is reduced.

Yes. Sorry we forgot to add that requirement.

>Maybe we could bypass all this guessing if you would just post the
>calculation that relates body velocity to leg force.

Current forward body velocity is simply proportional to current total backward
force provided by all legs with feet currently down (“'stuck™ to the ground in
Beer"s model, or with that condition relaxed for slipperiness).

>00h, ow! Just remember that the neural circuits Beer omitted are those
>that didn"t seem important from a non-CT point of view.

That doesn®t follow. Beer®s model bug controls in ways different from your own
(upper alters lower reference signals) how-control-works model, but it still
controls. Your problem seems to be with open-loop (see, we didn"t call it
"feedforward') at ANY level, but closed-loop at EVERY level just doesn®"t seem
necessary for global control. An organism can "simply respond"” (ho resettable
local reference signal) and then correct after-the-fact, sort of like a
sampled-data control system, or perhaps not correct at all (if it "doesn"t
really matter™ to survival, or, in a less ultimate way, to higher loops).

>1f we can catch Beer®s model in a wrong prediction, then it doesn®t matter if
>the circuits he presented correspond to (selected) neural circuits: he"s got
>it wrong. So far it looks as if his model predicts incorrectly when we
>introduce real physics into it. Unless cockroaches behave like his model
>would. It would be nice if Beer had based his model at least in part on
>pehavioral data under appropriate external disturbances.

Do we detect a double standard here? Be careful to apply the same criteria to
models made by whomever. We needn®t point out the current infancy of PCT
models. By "lesion”™ studies on his model, Beer has shown that under conditions
of certain legs being disabled, the gait patterns correspond remarkably well
to experimentally observed gait patterns. Do you, for example, know how well
the Little Man®"s arm movements iIn tracking correspond to human tracking
movements? | have some limited data indicating that there is not very good
correspondence in at least one class of tracking movements. That doesn"t mean
I want to simply say "he"s got it wrong"™ and start anew. All models can be
improved -- the interesting question is when they are good enough for the
purposes at hand. And both Beer®s bug and your Little Man are good enough
right now, we think, for some important purposes.

>The reason I"m not hot about neural modeling is that it"s just analog
>computing done with elements that purport to represent neurons. Calling



>the elements neurons doesn"t change the computations.

Certainly. But the idea is to incrementally improve the computations so they
match more and more of the experimental data, rather than go off speculating
wildly in realms where little or no data exist. AND the use of "neurons'" as
the basic building blocks, as opposed to building blocks at higher levels of
integration, taking underlying processes as givens, requires filling in the
details and not being able to postulate them -- sort of like, in programming,
being given a high-level spec and having to write the low-level routines to
accomplish it. No "miracles"™ allowed!

>The connectivity of the real nervous system is certainly suggestive of the
>system®s gross organization, and the idea of neural oscillators is useful, but
>the actual representations of neurons and the functions they compute iIs very
>limited.

True, but future models should be less limited. This incremental approach to
building more "accurate'™ models might be frustrating to some, but it is
required unless we get the laws -- and the details -- of nervous systems
handed to us by some Moses.

>1 think we could have come up with the concept of neural oscillators
>without knowing the circuitry, and that we would have guessed that
>sensing positions of the legs would be important in creating finite back-
>and-forth movements. Even just guessing, we probably could come up with a
>walking bug that works quite like Beer"s model.

The problem, as we see it, is in ONLY guesssing, and not paying sufficient
attention to the data. Modeling alone is fine for heuristic purposes,
particularly when '"'getting started" -- but to choose between alternatives
(sometimes as different as day and night) requires listening to what the
organisms themselves "'say" In experiments.

>If Beer had an exhaustive model of all the neural connections, all the
>sensors, and all the functions computed by each neuron, he would have a model
>puilt from first principles. But | don"t think that"s what he has.

No one else has such a model, either, at this stage. The point is that his
model is heading in a data-bolstered direction which WE don"t think is
contrary to the basic tenets of psychological control theory, although it
might contradict some of the details in your proposed mechanisms for how
control happens. Resolving that contradiction -- from both sides -- is going
to take more than faith in principles somewhat removed from the data.

Pat & Greg

Date: Thu Feb 06, 1992 11:21 am PST
Subject: Misc comments

[Fron Bill Powers (920206.0900)]
Wayne Hershberger (920204.2131) --
> Configurations do appear to serve as sacadic targets. Try counting the

>number of letters in the rows below by saccading from one to the next;
>the first row is much less difficult.



Nifty example. When the configurations are all the same you lose track of
where you are. | wonder -- is this because we saccade to configurations,
or because we saccade with some position error? If you"re looking at an
"a" you can see that the next configuration is an "s" without moving the
eyes, because both letters are within the 2-degree foveal region (1/10
inch separation at screen viewing distance of 20 inches = 1/200 radian or
about 1/3 degree). So after the saccade, the fixated letter should be the
one that was to the right. If there"s a saccade error of 2/3 degree or
more, you"ll see the wrong letter, and know it, and do another saccade.
But in the row I111l... you don"t get any configuration error and don"t
know you®ve skipped one or more.

The actual target for the saccade could be at the sensation level, with
the configuration check being done only after the saccade.

I was thinking in terms of separations of several degrees or more. In the
following,
v r s u n t

.. when 1 look at the v from 20 inches, the r is slightly recognizeable,
and the s is problematic. Looking at the v, I can see all the letters,
but not as letters. From u through t the target could be any letter. It"s
just a sensation of something.

When the letters are bigger
\ R S U N T

I don"t seem to do any better at recognizing the off-axis shapes. Maybe
they just aren”"t big enough, so off-axis visual acuity is involved, but
maybe configuration-recognition is confined to the central region of
actual looking (not "attending" as 1 Ffirst proposed). This turns out to
be a rather nice demonstration of the difference between sensation-level
perception and configuration-level perception.

>There is another problem with representationalism; it is solipsistic.

This is not a problem with representationalism; it is a problem with
language. You claim that ""that to which the term representationalism
refers” (for you) has the character of "that to which the term solipsism
refers” (for you). Arguments at this level of verbal abstraction have
little shareable meaning, as you and I have found out.

>>To the bug, the signals are the reality -- just as they are for us.
>0h? What happened to the boss?

The boss reality is hypothetical. Hypotheses can be tested, but never
wholly verified. They can, of course, be disconfirmed. The question of
their validity can™t be settled by verbal reasoning, but only by
experiment.

>To me, the organism-environment interface is every bit as artificial
>(nasty) as the mechanism-environment interface.

I have no problem in distinguishing between the part of my model that
refers to an organism and the part that refers to its environment, and
between the part of the organism that"s the CNS and the part that"s
topologically outside the CNS. The interface, in the latter distinction,



is easy to identify: sensory receptors and motor (or other) nerve-
endings. If you don"t make this distinction, you can"t make a working
model. OF course you can adopt a highly abstract point of view and say
"it"s all just matter and energy, so there"s no difference." From that
point of view, there is no difference. But then there®"s no model, either.

Bruce Nevin (920205.0656) --

The "1 cut, you choose™ scenario is very interesting. It allows the two
sides to control for different variables that require the other side"s
cooperation -- but avoids the issue of who"s controlling whom. When there
is hatred and mistrust between the sides, each side not only wants to get
what it wants, but it wants the other side NOT to get what it wants, the
dog-in-the-manger syndrome. If it"s agreed that the real wants can be
concealed (the values which represent the real reasons for wanting the
conditions being traded), neither side can maneuver to frustrated the
other®s higher-level objectives. 1 think that to reach this kind of
agreement, there has to be an absence of hatred and mistrust. Maybe
that"s why it hasn"t been tried yet.

I1"ve heard it said that the best contract is the one that leaves both
sides feeling they got the better bargain.

Joel Judd (920205.0938) --
RE reorganization:

>the less constrained the blind variation, the more variety in learning
>"outcome."

This isn"t what 1 meant, but it"s a good observation if we add a little
more detail.

IT there®s only one outcome that will correct the intrinsic error (the
Skinner box), then reorganization will converge to that outcome if it"s
found in time to prevent death. So the variety of outcomes is very small
when the possible means of achieving an outcome are few. But if there are
many alternative means that will create the same outcome, the same
reduction of intrinsic error, then reorganization will cease when the
first one is found. Reorganization being random, you can®"t predict WHICH
means will end up being used, so there will be variety from one organism
to another.

Reorganization itself is completely random (that is, it doesn"t need any
systematic component). But it acts within physical constraints. For
example, in Martin Taylor™s experiment with reversals, reorganization of
imagined depth information at critical places on a visual object (my
hypothesis, not his) can only work at those critical places, which are
defined by the lower-level perceptual functions, the object being
visualized, and the functions that derive 3-D information from 2-D
displays. E. coli varies its direction of swimming randomly, but only in
three dimensions of linear movement -- it can"t vary the curvature of its
path or its speed while swimming. The rat in the Skinner box can vary the
way It sits on or the leg with which it pushes on the lever, but only a
push of the lever will deliver food and reduce intrinsic error.

In general, the conformation of the environment, the present organization
of the nervous system, and the site of reorganization determine the
possibilities among which a random reorganizer can randomly choose. |



think this is important in development. The nervous system, when it
begins working, has some initial organization handed down from previous
generations. This organization provides all the possibilities that there
are for the reorganizing system. 1 have some doubt that human beings
would develop hierarchies of control organized around common classes of
perception if evolution had not provided raw material making these
classes the playing field within which reorganization is free to create
specific examples. My hunch is that creation of so much similarity would
be impossible if the new CNS were a total tabula rasa.

Date: Thu Feb 06, 1992 11:42 am PST
Subject: Beer Visit

[from Gary A. Cziko 920205]

Randy Beer (of Bug fame) gave a very interesting presentation yesterday
evening on this campus. He presented his computer simulated cockroach,
showed a video of the robot implementation of his model, discussed some
work using neural nets and back propogation to develop circuitry for the
flight response of the cockroach, and presented some results on the use of
genetic algorithms (GAs) to artificially evolve neural ciruitry for leg
controllers.

For me the most interesting part was the discussion of GAs to develop
neural circuitry. Two questions came to mind: (1) was the environment in
which he was evaluating the fitness function of his circuits "real' enough
(with disturbances) so that control systems would develop; (2) could
PCT/HCT modellers find this method useful for evolve hierarchies of control
systems selected for their ability to control higher- and higher-level
variables.

I also had a chat with him this afternoon, particularly on the role of what
he calls "central pattern generators" in his model. His feeling is that
real bugs have central pattern generators that provide command-driven
behavior that are modified by sensory information. 1In his models, he tries
to have the "best”™ of both worlds so that if there is no sensory
information available (or things are happening to fast for it to be of
use), the central pattern generator can nonetheless keep the behavior
happening (he referred to the escape behavior of the cockroach as
"essentially ballistic™), albeilt in a rather crude fashion, but when
sensory information is available it can also be used. He doesn"t see why
it has to be all one way or the other and that in fact both types of
processes occur and interact.

I very much enjoyed his presentation and my chat with him. Randy is a very
likeable, energetic young fellow with quite impressive knowledge of

computing, biology, and neurology. 1 found it very interesting to contrast
his "eclectic" approach with the "pure'™ HCT approach. Perhaps one day 1711
understand them both better to make some better-informed judgements.--Gary

P.S. Bill, the video showed that the robot seems to act exactly the same
way on its back as on its feet, except that it doesn"t move forward when on
its back (but then neither do real bugs).

Gary A. Cziko Telephone: (217) 333-4382



Date: Thu Feb 06, 1992 2:38 pm PST
Subject: Reorganization and Variation

[from Gary Cziko 920206.1000]
Bill Powers (920206.0900) said:

>1f there"s only one outcome that will correct the intrinsic error (the
>Skinner box), then reorganization will converge to that outcome iIf it"s
>found in time to prevent death. So the variety of outcomes is very small
>when the possible means of achieving an outcome are few. But if there are
>many alternative means that will create the same outcome, the same
>reduction of intrinsic error, then reorganization will cease when the
>First one is found. Reorganization being random, you can®"t predict WHICH
>means will end up being used, so there will be variety from one organism
>to another.

I think this is a very useful way of looking at reorganization and can lead
to useful predictions concerning the variability, especially cultural
variation among humans. Humans have so many ways of satisfying their
goals, and certain societies afford more variation than others. Other
animals seem to have less opportunities and so we see more similarity iIn
their behavior.

But it may lead to problems if applied in educational and other social
settings. This is because it suggests that to get someone to reorganize
the way *I* want this person to reorganize, | should control the
environment so that only one way (the "right" way) can lead to satisfying
goals. So, for example, 1 wouldn"t let my daughter go out with anyone who
is not white, educated and at least middle class.

But then, of course, | may be causing higher-level errors in my daughter,
errors relating to her goals for independence in choosing her friends.

Oops, looks like we"re slipping back into social control again. Sorry
about that.--Gary

Date: Thu Feb 06, 1992 3:10 pm PST
Subject: A recent publication in the American Sociological Review 12/1991

Dear CSGers, ++++FROM CHUCK TUCKER 920206++++

The ASR recently contained an article by Peter J. Burke "ldentity Processes
and Social Stress™ where the abstract reads as follows: "Social stress can

be understood by incorporating interruption theory as developed in research on
stress into a model of identity processes drawn from identity theory. From
this perspective, social stress results from interruption of the feedback
loop that maintains identity process. 1 discuss four mechanisms of interrup-
tion of identity processes: broken identity loops, ... over-controlled
identity systems ...." The article explicitly mentions Powers and has a
circular diagram showing the closed loop but unfortunately the author
understands little about our model and about feedback in the sense we use it
but this might be a foot in the door. Regards, Chuck



Date: Thu Feb 06, 1992 3:38 pm PST
Subject: Use Your Foot, Tucker

[from Gary Cziko 920206.1122]
CHUCK TUCKER 920206 said:

>The ASR recently contained an article by Peter J. Burke "ldentity Processes
>and Social Stress" where the abstract reads as follows: "Social stress can
>pe understood by incorporating interruption theory as developed iIn research on
>stress into a model of identity processes drawn from identity theory. From
>this perspective, social stress results from interruption of the feedback
>loop that maintains identity process. 1 discuss four mechanisms of interrup-
>tion of identity processes: broken identity loops, ... over-controlled
>identity systems ...." The article explicitly mentions Powers and has a
>circular diagram showing the closed loop but unfortunately the author
>understands little about our model and about feedback in the sense we use it
>put this might be a foot in the door.

I assume that ASR is the BIG journal in sociology. So why don"t you
(and/or McPhail and/or McCLelland) use this opportunity to present the
"right" way of using PCT in sociology by writing a commentary on Burke®s
article?

This reminds me to ask Bill Powers what happened to the response he was
preparing for Bizzi"s article which appeared in _Scienc_ 1 while back.
1"ve been looking each week so I don"t thing I missed it.--Gary

Date: Thu Feb 06, 1992 6:07 pm PST
Subject: Interfaces

[from Wayne Hershberger]

(Bill Powers 920206)
>maybe configuration-recognition is confined to the central region
of actual looking

Yes, that®"s where 1°d put my money.

>1 have no problem in distinguishing between the part of my model
>that refers to an organism and the part that refers to its
>environment, and between the part of the organism that"s the CNS
>and the part that"s topologically outside the CNS.

Once one has delineated all the various and sundry parts
comprising the whole model, the environmental parts may be
distinguished from the organismic parts with a "dotted line" drawn
according to established conventions--no problem. The problem to
which I think Joel Judd was alluding concerns the interface
between the whole model and its metaphysical context (boss
reality). Where does one draw THAT dotted line?

Warm regards, Wayne

Wayne A. Hershberger Work: (815) 753-7097
Professor of Psychology



Department of Psychology
Northern 1l1linois University

DeKalb IL 60115
Date: Thu Feb 06, 1992 6:21 pm
Subject: Misc comments

[From Rick Marken (920206)]

Home: (815) 758-3747

Bitnet: tjOwahl@niu

PST

Won"t anyone tell me what "cognitive penetrability"” is? Or do I have

to go to the library?

Bill Silvert (920205) says:
>The amount of traffic on this
How does mail traffic oppress?

around by an external stimulus
mail traffic can"t make you do

mailing list is oppressive enough.

You seem to feel that you are being pushed
(the mail traffic). As far as | can tell,
or feel anything unless you have goals with

respect to it. Although the traffic itself cannot be controlled, the amount

you deal with can; 1 find that

"oppressed" by a perceptual variable is a sure sign of internal conflict.

pressing "Control C" works for me. Feeling
It

seems to me that you might have two conflicting goals with respect to
mail traffic 1) you want to read it and 2) you want to spent a short time

doing it.

I suggest that "going up a level" might help suggest ways

to set these goals so that they are not in conflict. Then you can feel "in

control” of the mail traffic,

rather than vice versa.

1 think this is

a better approach than trying to control the control systems that are the

source of the mail traffic.

Gary A. Cziko (920205) on Beer:

>

In his models, he tries

>to have the "best" of both worlds so that if there is no sensory
>information available (or things are happening to fast for it to be of
>use), the central pattern generator can nonetheless keep the behavior

>happening (he referred to the

escape behavior of the cockroach as

>"essentially ballistic™), albeit In a rather crude fashion, but when

>sensory information is available it can also be used.

He doesn"t see why

>it has to be all one way or the other and that in fact both types of

>processes occur and interact.

How does the nervous system know when to be one way and when to be another?

Is that Beer"s contribution --

has he discovered how the nervous system

knows when to switch from being open loop to being closed loop?
What is "command driven behavior modified by sensory info"? Aren"t the commands

then reference signals -- specifying intended states of perceptions?
It has to be one way or the other because it can only work one way -- closed
loop. If the organism controls in an unpredictably variable environment

then it MUST be organized as a perceptual control system (this was Bill"s
point In the "Behaviorism” post included with the last newsletter). There
can be "open loop" components of a control system (as Greg and Pat note

in their recent reply to Bill)

, but the variable that is the "output™ of

such a open loop component is NOT controlled. For example, here is "open loop

control”™ of muscle tension by error signal -- but that"s not "control",

it's

cause. There could be several open-loop segments in the control loop, but none



of them control.

This whole thing with Beer (and Brooks and the others) is driving me
relatively nuts. What is their big contribution to our understanding of

variety of incarnations since, at least, the seventeenth century. 1|

have no doubt that Brooks, Beer, etc can make toys that do very impressive
things-- heck, German clockmakers made some pretty impressive automata over
300 yrs ago. What new priciples have Brooks and Beer and whomever discovered?
What basic insights about the nature of living systems have they discovered?
Central pattern generators? -- give me a break! Using feedback until it
starts to happen too fast? This is kindergarten stuff.

I think that the discussions of the various clever mechanisms that might be
used to produce interesting "behavior'" are obscuring a basic question --

is behavior a process of controlling variables?? That is, is behavior an
example of the Phenomenon of Control. Beer, 1 believe, would say (to the
extent that he understood the question) "only partly. Much behavior is just
generated output.'” That is why his models can be partly s-r and partly
"modified by sensory feedback". PCT is only interested in behavior that
involves control -- because that is what it is designhed to handle.

It is true that Beer"s bugs control with respect to a fixed reference

at low levels -- because of the fact that SR systems with appropriate

dynamics are equivalent to control systems with fixed references. But

Beer misses the point that behavior is the control of perceptual variables;

the bug is not controlling it"s leg; it is controlling the sensed angle

of the leg with respect to the body, a variable that is influenced by the
position of the leg and possibly many other factors -- many of which are not
influenced by the organism. This is the iImportant organizational principle that
comes out of PCT; Behavior (that is, intentional, purposeful results of

action) is Control -- and what is controlled is PERCEPTION. Obviously,
this principle has enormous implications for our understanding of the nature
of living systems -- but you would never know about it from looking at Beer"s

models; even if this principle is embodied in some aspects of the model.

As far as "disproof" of Beer"s model. How about using his model to produce

the behavior of a person making a rhythmic circle on a computer screen -- with
the cursor under disturbance? Could someone show me a diagram of Beer®"s model
of that? 1 bet it would have to be a control model -- the "central pattern
generator' for circular motion of the cursor would have to be a reference for
the perception of that movement -- wouldn™t it?

Best regards

Rick
Date: Fri Feb 07, 1992 1:42 am PST
Subject: Re: Beer"s Bug; PCT and PCT

[Oded Maler 92.02.06]

Beer"s thesis/book was written in the period of the new revival of
neural network, and this is reflected in the aspects that are
over-emphasized in his work, namely the fact that some functions from
input to output can indeed be computed by neural-like circuitry.

Too much, to my taste, is devoted to the simulation of the neural



nets, and too little is devoted to the dynamics of the interaction
with the physical environment, which is done mostly on
qualitative-level. This tacitly assumes, either that the world

is disturbance-free, or that lower-level control systems already take
care of this disturbances, and that the higher-level coordination
system can thus assume a disturbance-free environment.

Thus, what is demonstrated is essentially that 1) certain neural-like
circuits can evoke certain kinds of 6-dimensional sequences of {0,1}
that correspond to walking, and that 2) connecting these circuits to
abstract touch sensors will produce a turning and "retract™ behavior.
(The correspondence to neurbiology is a bit speculative - like in many
other works at the current state of knowledge)

These are nice results but not as revolutinary as one might imagine
from the hype - but this is how science works these days.

For those interested, a good survey of biological models and data
concerning these topics is: H. Cruse, Coordination of leg Movements in
Walking Animals, in Meyer & Wilson (Eds.), Simulation of Adaptive
Behavior, MIT Press, 1991. It contains a lot of references.

Cruse®s e-mail is UBIOF140@DBIUNI11.bitnet

--0ded

Date: Fri Feb 07, 1992 7:21 am PST
Subject: Beer"s Bug

From Pat & Greg Williams (920206)
>Gary A. Cziko 920205

>P_.S. Bill, the video showed that the robot seems to act exactly the same
>way on its back as on its feet, except that it doesn"t move forward when on
>its back (but then neither do real bugs).

We"re surprised. Probably the influence of the forward and backward angle
sensors on the gait oscillators is not as great as we thought.

>Rick Marken (920206)

>Is that Beer®"s contribution -- has he discovered how the nervous system
>knows when to switch from being open loop to being closed loop?

It doesn™"t necessarily have to switch. One of the "modes"™ of behavior of
Beer"s bug is "edge-following." What happens is when an antenna hits a wall,
it CAUSES the bug to turn away from the wall and also activates a slower-
acting circuit which turns the bug back into the wall (meanwhile having moved
forward), and the process repeats. Thus, the bug "bounces'"™ its way along a
straight edge, via a process incorporating both locally open-loop (ho
adjustment with respect to perceptual changes) AND closed-loop (the "kick™
away from the wall depends on the antenna signal) processes which are
happening in part simultaneously.

>What is "command driven behavior modified by sensory info"? Aren"t the
>commands then reference signals -- specifying intended states of perceptions?



Better ask Beer himself to make sure, but we think he means that "command
driven behavior'™ is locally open-loop and proceeds without perceptual
sighal/reference signal comparison, but every once in a while there could be
corrections made to that behavior which DO involve p.s./r.s. comparisons. In
other words, there would be no error-correction for a while, then correction.
Or there might be no correction under some environmental conditions,
correction under others. The "commands'" would be specifications for output
patterns, not input patterns, and those output patterns would be subject to
distortions due to disturbances in between periodic (if ever) corrections.

>There could be several open-loop segments in the control loop, but none of
>them control.

We agree. But it appears that the Powers control theory mechanism (not the
underlying notion that organisms control) denies that there can be local open
loops which don®"t get corrected CONTINUOUSLY. Yet we don"t see much evidence
to choose the Powers-type mechanism over the Beer-type mechanism. (No doubt
there are other candidates -- it isn"t either-or, necessarily.) Very little is
known experimentally about the human control structure, especially at the
higher levels. How those higher levels work is guesswork at present. Our plea
is for an open mind among psychological control theorists, not for S-R models
but for non-Powersian control mechanisms such as those in Beer"s bug.

>This whole thing with Beer (and Brooks and the others) is driving me
>relatively nuts. What is their big contribution to our understanding of

>variety of incarnations since, at least, the seventeenth century.

We think Beer is showing other-than-Powersian mechanisms for psychological
control which are at least possible, as noted above.

>1 think that the discussions of the various clever mechanisms that might be
>used to produce interesting '"behavior" are obscuring a basic question --
>is behavior a process of controlling variables?? That is, is behavior an
>example of the Phenomenon of Control.

We have no quibbles at this level of discourse. Bill"s insights about the need
for control iIn environments with disturbances aren"t going to be displaced.
Beer"s bug demonstrates behavior as control, in our opinions, and Beer®s own
interpretations are a side issue -- or should be -- for control theorists.

>It is true that Beer®s bugs control with respect to a fixed reference

>at low levels -- because of the fact that SR systems with appropriate
>dynamics are equivalent to control systems with Ffixed references.

Are you now claiming that Beer®s bug is an S-R machine, and/or only that he
thinks 1t is? Not long ago, you posted a claim to the effect that Beer"s bug
was a psychological control system, but it LOOKED SUPERFICIALLY like an S-R
machine.

Warm (not hot) regards,

Pat & Greg

Date: Fri Feb 07, 1992 8:25 am PST



Subject: Marken on Beer"s Bug

[from Gary Cziko 920206.2115]

(Pat and Greg: Please fill iIn the details for me)
An obviously agitated Rick Marken (920206) writes:

>This whole thing with Beer (and Brooks and the others) is driving me
>relatively [sic] nuts.

Let me offer some advice by paraphrasing a leading PCT theorist and
modeller:

As far as | can tell, Beer and his bug can"t make you do or feel anything
unless you have goals with respect to them. Although you cannot control
Beer and his bug, you can control how you deal with them. Pressing
"Control C" might help. Feeling that you are being driven "relatively
nuts"™ by a perceptual variable is a sure sign of internal conflict. It
seems to me that you might have two conflicting goals with respect to Beer
and his bug: 1) you want to read about them, and 2) you want to see your
current model of behavior explain everything. 1 suggest that '"going up a
level™ might help suggest ways to set these goals so that they are not in
conflict. Then you can feel "in control' of Beer and his bug, rather than
vice versa. | think this is better approach than trying to control the
control systems that are the source of Beer and his bug and people who
discuss Beer and his bug.

>How does the nervous system know when to be one way and when to be >another?

Beer found that the slower gaits of his simulated bug depended more on
sensory feedback than the faster gaits. Once the bug got moving fast
enough he could remove the sensory feedback connections and it would still
keep moving. He did not set up his circuits to act this way, they just
did.

>It has to be one way or the other because it can only work one way -- closed
>loop.

I find the logic of this sentence less than totally convincing.

>1f the organism controls in an unpredictably variable environment

>then it MUST be organized as a perceptual control system (this was Bill"s
>point in the "Behaviorism” post included with the last newsletter). There

>can be "open loop" components of a control system (as Greg and Pat note

>in their recent reply to Bill) , but the variable that is the "output" of
>such a open loop component is NOT controlled. For example, here is "open loop
>control™ of muscle tension by error signal -- but that®"s not "control", it"s
>cause. There could be several open-loop segments in the control loop, but none
>of them control.

Beer and the Williamses are arguing that you don®"t need continous control
at the lowest level. For another example, when | ask the waitress for a
cup of tea I am not in continuous control of my tea-getting. |If she comes
back with coffee 1 just send her back for the tea.

>What basic insights about the nature of living systems have they >discovered?
>Central pattern generators? -- give me a break! Using feedback until it
>starts to happen too fast? This is kindergarten stuff.



I suppose 1 went to the wrong kindergarten.

>1 think that the discussions of the various clever mechanisms that might be
>used to produce interesting '"behavior" are obscuring a basic question --
>is behavior a process of controlling variables?? That is, is behavior an
>example of the Phenomenon of Control. Beer, | believe, would say (to the
>extent that he understood the question) "only partly. Much behavior is just
>generated output.”™ That is why his models can be partly s-r and partly
>"modified by sensory feedback'. PCT is only interested in behavior that
>involves control -- because that is what it is designed to handle.

So if real organisms use uncontrolled (at the lower levels) behavior you
are not interested. That"s your right. But why rule out open loops at
these lower levels? In fact, it would seem that we should start with the
simplest models (S5-R) and then add to them as necessary to make our models
match behavior. | believe even Bill Powers has said something similar.
Shouldn®"t we add only as much control as is actually needed than to put it
everywhere by fiat?

>Behavior (that is, intentional, purposeful results of

>action) is Control -- and what is controlled is PERCEPTION. Obviously,
>this principle has enormous implications for our understanding of the nature
>o0f living systems -- but you would never know about it from looking at Beer"s

>models; even if this principle is embodied in some aspects of the model.

Maybe that"s what cognitive inpenetrability is all about. Perhaps real
organisms are also cognitively inpenetrable. |1 think the Williamses have
already made this point.

>As far as "disproof" of Beer®"s model. How about using his model to produce
>the behavior of a person making a rhythmic circle on a computer screen -- with
>the cursor under disturbance? Could someone show me a diagram of Beer®"s model
>of that? | bet it would have to be a control model -- the "central pattern
>generator" for circular motion of the cursor would have to be a reference for
>the perception of that movement -- wouldn®t it?

Cockroaches don"t do such things, especially not when walking fast.
Instead, why not create a model that walks like a cockroach but somewhat
clumsily and is not able to compensate for relatively unimportant
variables. You might wind up with something like Beer"s.

I really don"t think I*m the one to really add much to this discussion, but
I coudn™t resist giving some good counselling advice to Rick and I would
like to keep the discussion going, particularly between Marken, the
Williamses and Powers. | think I have much to learn here. And thanks to
Beer, his bug and the Williamses for making us grapple with this.--Gary

Date: Fri Feb 07, 1992 2:53 pm PST
Subject: Beer"s Bug

[From a somewhat calmer Rick Marken (920207)]
Pat & Greg Williams (920206) ask;

>Are you now claiming that Beer®s bug is an S-R machine, and/or only that he
>thinks it is?



The latter -- though it is partly an SR machine, as | understand it. |
consider the central pattern generator possibly SR unless its output depends
on an input variable that is influence by its output. To the extent that
there are unsensed consequences of the bugs output that are considered aspects
of the bug®"s behavior, it is SR. This is actually one of the problems with
not using control theory -- it"s rather hard to say what the bug is DOING
without the notion of a controlled variable. Its the same problem that
behavioral psychology has in general. Without the concept of control, the
behavior of the bug can be defined as an variable consequence of its neural
activity. The "best" definition of behavior, from this point of view, is the
variable that correlates best with some "causal' variable (whether inside

or outside the bug). In control theory, the only variable consequences of
neural activity that are considered behavior are controlled variables.

Beer has simply defined the behaviors that he wants to see the bug perform;
moving forward, near an edge, whatever. Some of these variables may be
controlled; some not. But for Beer they are just "outputs'.

A control theory approach to modelling bug behavior would start by either

1) defining the variables that the bug is to control (this was Bill P.s
approach in the arm demo -- he just guessed at the variables controlled when
pointing at an object in space) or 2) finding out (using the test) what
variables a bug actually controls when doing a particular activity -- then
modelling it.

So now I"ve clarified my problem with Beer a bit for myself (if not for
others). Beer"s modelling is aimed at producing a bug that will produce
particular behavioral outputs, whether these output are controlled or not.
While his model does, indeed, control certain variables (I bet you could
apply the test to the computer bug to determine what these are) it is not
built In order to control these variables. Beer"s bugs are based on a
behavioristic view of behavior itself (the alliteration in this sentence,
for example, was a behavior of mine, but it was not a controlled result;
it happened by accident).

Gary Cziko (920206) says:

>seems to me that you might have two conflicting goals with respect to Beer
>and his bug: 1) you want to read about them, and 2) you want to see your
>current model of behavior explain everything.

Yeah -- caught me. Hopefully what 1 said above suggests that horn # 2

of my dilemma is a little deeper than hoping that control theory will
explain everything. My "going up a level" suggests that my conflict
results from principles | have about dealing with first principles. The
first principle that | think is being ignored in Beer"s work (and other
robotics work) is the question of "what are we trying to model?" As a
psychologist, 1 think of the problem as "what is behavior?"” 1 refer

you to chapter 1 in my soon to be published Opus, for my attempts at an
answer. If Beer, Brooks, et al thought more about these Ffirst principles
they might devote their considerable skills to building models of systems
that control perceptual variables --rather than models of systems that
produce particular output variables.

> But why rule out open loops at
>these lower levels? In fact, it would seem that we should start with the
>simplest models (S-R) and then add to them as necessary to make our models
>match behavior.



Ah Ha -- Match behavior!!! But WHAT 1S BEHAVIOR. What are we trying to
match. 1 agree with starting simple (god knows) before going to complex.
But before we even start, we should decide what we are trying to explain.
IT "behavior™ is "output”™ then I can try to mimic any variable consequence
of action that I want. So "angle of arm with respect to ground" is a
behavior. We can model this very easily with an open loop system that
changes arm angle. But if behavior is "controlled perceptual variables"
then we don"t even need to consider open loop models -- we already

know thay don"t control.

I get a bit excited about this stuff, I think, partly because | think
that PCT is the most incredible insight about the nature of living systems
that has occurred in the last 200 years. It is also because | hate to see
very skillful, clever, intelligent people, who are trying to understand
living systems, miss the boat. 1 just wish someone with Beer"s skills
would start doing his work from a PCT perspective. As it is, | see great
abilities being squandered on old misconceptions. With people like Beer

or Brooks et al working from a PCT perspective, we could move much more
quickly toward a more detailed understanding of the behavior of

living systems. I"m sorry that it"s not happening. C"est la vie.

Best Regards

Rick M.

Date: Fri Feb 07, 1992 6:03 pm PST
Subject: Language; perception; BEERBUG

[From Bill Powers (920206.1300)]
Bruce Nevin (920205.1303) --

>Are you saying that there are no program perceptions for syntax, for the
>conventions by which words are arranged in linear order? Or are you
>saying that those same programs apply equally well to non-word
>perceptions?

I don*"t know. I proposed a way in which words and meanings can be
substituted at the input of a perceptual function, and | probably
overgeneralized. Maybe what 1 was thinking of would apply best during
communication, where it"s the relation between words and meanings, not
syntax that counts most (who really cares if | say whom?).

>Briefly, i1t appears to me that some higher-level control applies to
>words but not to their "referents'" (nonverbal perceptions). Can you see
>a way past this?

Yes, | mean, no I can"t. This weakens my "all one hierarchy"” claim. If a
perceptual function deals with words without meanings, that is, purely
linguistically, it treats a word itself as a meaning to which other words
(like "noun™ or "operator'™) could point. So input functions designed to
treat words themselves as input objects would deal only with words,
relationships among words, categories of relationships, sequences of
categories, and programs of sequences -- syntax. As you imply. So when
we"re communicating, we may treat words and meaning as equivalent in the
process of communicating meanings, but when we"re controlling for the
structure of language we treat the basic words themselves as meanings and
speak in a metalanguage about them as if they were just perceptions



called "nouns, verbs, operators,”™ and so on.

Is this getting us somewhere?

>"Slipper" is not an operator. The difference between the two sentences
>is that the arguments of the operator ''chew" are in the reverse order:
>

> N Oonn N
> The puppy chewed the slipper.
> The slipper chewed the puppy.

How do you know that "slipper"™ isn"t an operator? Is there some
characteristic of a word or its meaning that distinguishes operators? Is
there some way you could distinguish an operator-term by the level of
perception to which it refers? For example, can ANY sensation, intensity,
or configuration be the meaning of an operator-word? Do all operators
name classes of relationships? Transitions and events? Any ideas?

>_.. objection to the artificiality of some of his [Harris”

>sources and intermediate stages seems kind of silly. There is no
>objection to the metalanguage of semantic features being different from
>ordinary language.

I had understood the expanded forms to be those that even non-linguists
would naturally produce when they want to be as explicit as possible. If
you"re saying that one can learn to construct such forms according to
some formal algorithm, then 1 have to agree -- 1 have at least one
demonstration before me. But | don"t see any evidence that nonlinguists
construct them. 1 don"t knowingly use them myself. Are you saying that 1
use them without knowing that I do?

My present position (see date/time stamp) is that any "expansion' that
goes on is done through imagining nonverbal perceptions to flesh out the
scene that is suggested by the terse forms we do use. When we do verbally
expand to be more explicit, 1 claim that we do so by describing the more
complete scene or meaning that we have build nonverbally on the initial
picture. We don"t need this description to construct a satisfactory
meaning from the original sentence. To elaborate on an earlier post:

Harris®™ proposal:
Short sentence -> long sentence -> explicit meaning
My proposal:

Short sentence -> sketchy meaning -> explicit meaning [-> long
sentence, optional]

I don®t have much confidence that 1 really understand Harris*”
propositions, even after having read a little of his work. Is the above
contrast valid?

Martin Taylor (920205.1345) --

Re: perceiving both orientations of Necker cube simultaneously

>Here"s the problem with introspection. | disagree, based purely on my
>subjective experience [that both can®t be perceived at once].



I have known only one other person (Sam Randlett) who claims to be able
to perceive both orientations of the Necker cube at the same time. I
spent about 20 minutes trying to do it, yesterday, and while 1 could get
the orientations to flip back and forth fairly rapidly (once per second
or maybe a little better over a short period) | failed utterly to see
them both at once. Either one face of the cube was in front of the
opposite one, or it was behind it -- I couldn®t get the simultaneous
sense of "in front AND behind.”™ In fact, I couldn™"t even IMAGINE doing
so, which of course only illustrates the fact that we perceive imagined
information using the same input functions we use for real-time
information. If I can™"t perceive it | can"t imagine It either.

IT you can do this and 1 can"t, then there is a considerable difference
between our ways of constructing 3-D perceptions out of 2-D perceptions.
In fact your brain may do it according to the model you"re proposing (two
complete sets of perceptions) and mine may do it according to the model 1
propose (adding missing depth information). That wouldn®"t be too
surprising, except to those who think the brain is hard-wired at birth.
It would be really lovely to think of a control task in which the two
modes of perception could be tested. What could one control that would
depend on being able to see both orientations of a binary reversal at the
same time? If we could devise such an experiment, you would be able to
control the dual variable and I wouldn"t be able to. That would be a
truly smashing experiment! What about a figure in which the reversed form
is not symmetrical in depth with the other form? Is that possible?

Roger on the spellings.

>_.. another case in which perceptual conflict can occur. It is called
>the Stroop effect.

I"m familiar with it as the "Stroop Test.”™ You write a long list of
color-names, writing each name in a color other than the named color (so
"RED," for example, is written in blue). Then you"re supposed to go
through the list naming the color of each word rather than reading the
word. So much conflict is produced that this test is used in stress
tests. Here the conflict isn"t between perceptions directly, but between
actions: to say the name of the color, or to say the printed word.
Evidently the sight of the color (sensation) leads to imagined perception
of the color-name, while at the same time perception of the printed name
is present. The conflict concerns which word to say: you can®"t say both
at once. Naming a color conflicts with reading aloud. But there"s no
problem in seeing that there is a color with one name while the letters
spell a different name. If you don"t try to say the color names, or if
you spell out each word aloud, there®s no difficulty.

I"m not trying to be picky. It just seems to me that the term "perceptual
conflict” is ambiguous. It could mean that somehow one perceptual signal
is opposing another perceptual signal directly, or it could mean that
there is a conflict attributed to presence of the distinct -- and non-
opposing -- sighals. If the perceptions coexist, they can"t affect each
other any more: they have already been generated. If they"re merged in
any way, then only one signal results and there®s only one perceptual
signal. Conflict, it seems to me, arises only when the perceptions imply
mutual ly-exclusive actions of some sort. Then it is produced by the
systems that are trying to take those actions, not by the perceptions.
This is "perceptual conflict” only in the sense that it is somehow
associated with perception; the perceptions themselves simply exist.
Whether they result in conflict doesn®"t depend on the perceptions, but on



what higher systems try to do with them.
The example you give actually supports my proposition:

>Imagine having to press a button marked "animal™ or one marked "tool"
>and being presented with a cartoon horse with the word "hammer™ written
>across it, and being asked to press the button according to which
>picture was being shown.

IT you"re allowed to use both hands, there®s no conflict: you press both
buttons. So clearly there"s no interaction between the perceptions. The
conflict arises from the (implicit) condition that you can press only one
button at a time. So one comparison says '‘press left"” and the other says
"press right;" in the first half ss down on the

table between the buttons, refuses to move, or goes into lateral
oscillation. The perceptions themselves aren™t in conflict: the goals for
action are.

>There must be a place where the two sources of information converg

=i~e to

>produce the same result, if you have to make an action choice based on
>one or the other, but they are equally clearly separate in their effects
>in many ways.

Sources of information don"t have effects on behaviors except through
comparison with reference signals -- not in the CT model. And,
considering the hierarchy of perception, the perceptual effect of a
source depends only partly on the source; the rest of the effect depends
on the level and on the particular interpretation at that level. Isn"t
your interpretation rather subtly invoking an S-R model?

Gary Cziko (920205.1557) --

Thanks for the report on the Beer talk. With respect to open-loop pattern
generators versus "use'" of sensory information,

>He doesn"t see why it has to be all one way or the other and that in
>fact both types of processes occur and interact.

There"s nothing that says open-loop systems can®t exist. They can. The
question is what they can accomplish. Maybe if a cockroach responds to a
puff of air by running like hell in whatever direction it"s headed, it
will escape more often than run into the jaws of doom. So you get a very
primitive feedback effect that"s mediated by evolution rather than by a
neural control system. If that"s the best the cockroach can do, then so
be it. But it"s not a very interesting system, in that case. It doesn"t
tell us much about the behavior of higher organisms, which is almost
entirely control behavior. It"s possible to build an open-loop cockroach,
and if that"s sufficient to reproduce its behavior under all
circumstances, then it"s sufficient and we shouldn®t apply control
theory. Is it sufficient?

What bothers me about Beer"s statements is that he"s treating the problem
qualitatively, whereas you can"t understand the role of sensory feedback
without considering quantitative relationships.

>_.. the video showed that the robot seems to act exactly the same way on
>its back as on its feet, except that it doesn"t move forward when on its



>pack (but then neither do real bugs).

IT real bugs move their legs the same way when they®"re on their backs, we
can rule out control of forward velocity. If they speed up their leg
movements or push harder when their bodies are prevented from moving (or
when their feet slip) we can guess that there"s control, and try to
identify the controlled variable and measure the loop gain. Since none of
this has been done (formally), we should just hold in abeyance any claim
that bugs are control systems. You have to show that there"s control
before there®"s any sense in applying control theory. Once we know whether
there"s control, we can decide on how to interpret neural hookups.

IT real cockroaches push harder when a force is applied to retard their
motion, there are control systems. In that case, if Beer"s bug doesn"t
push harder when retarded, his model is wrong in some detail. Perhaps it
would just need some minor modifications, or perhaps some assumptions
about what is sensed need to be changed. Some behavioral data are needed.
On the other hand, the model might match the behavior perfectly. Who
knows?

Pat & Greg Williams (920206.0810)

>>_ .. because the output is a force, you"d have to add the way leg
>>position depends on neural output when resistance to leg movement is
>>reduced.

>Yes. Sorry we forgot to add that requirement.
How would you add it to Beer"s model?

>Beer”"s model bug controls in ways different from your own (upper alters
>lower reference signhals) how-control-works model, but it still controls.

111 check it out. Turns out that I won"t be buying Beer®s book -- it"s
$30 -- but 1711 get it through interlibrary loan and copy the parts I
will need for reference.

>Do we detect a double standard here? [About testing models]

Do you know any model that"s been tested more extensively and at a more
basic level against real behavioral data than the CT model?

>Do you, for example, know how well the Little Man®"s arm movements in
>tracking correspond to human tracking movements? 1| have some limited
>data indicating that there is not very good correspondence in at least
>one class of tracking movements.

Not very good compared with what?

>All models can be improved -- the interesting question is when they are
>good enough for the purposes at hand. And both Beer®s bug and your
>Little Man are good enough right now, we think, for some important
>purposes.

Point for your side. Maybe three.
All your points are well taken. 1"m only resisting the idea that neural

circuit-tracing ALONE is sufficient to lead to an adequate model. It can
certainly help to get us on the right track and distinguish between



otherwise equally-convincing models. But there"s an enormous amount of
room for fudging when the circuitry is known only in its gross features.
By selective circuit-tracing, you can show that the human nervous system
connects sensory inputs to motor outputs, and justify S-R theory. It"s
been done. Behavioral experiments have a way of telling you that no
matter how correctly you®"ve traced every connection, you still have
something wrong because the real system doesn®"t behave the way the model
does.

Best to all,
Bill P.
9202B CSGnet

Date: Sat Feb 08, 1992 5:04 am PST
Subject: Beer"s Bug

From Pat & Greg Williams (920208)
TO BRUCE NEVIN: We need your USPS mailing address, not e-mail address!
>0ded Maler 92.02.06

>Thus, what is demonstrated is essentially that 1) certain neural-like
>circuits can evoke certain kinds of 6-dimensional sequences of {0,1}
>that correspond to walking, and that 2) connecting these circuits to
>abstract touch sensors will produce a turning and “retract® behavior.

We would like to emphasize that ALL models of sensory receptors are filters
which "throw away' information about some types of disturbances. The question
is whether a particular model handles disturbances of iInterest in the
situation being modeled, and whether the real sensors which are being modeled
also do so. Our retinal cells don"t handle the disturbance of being exposed to
a nuclear flash very well, and so one"s model for them shouldn®t handle it
very well. It is true that Beer"s bug®"s sensory receptors are very crude. But
his model is a beginning, only. Our expanded NSCK program will allow the user
to specify more complex sensory transducer functions.

>a somewhat calmer Rick Marken (920207)

>_.. It"s rather hard to say what the bug is DOING without the notion of a
>controlled variable. Its the same problem that behavioral psychology has in
>general . Without the concept of control, the behavior of the bug can be
>defined as an variable consequence of its neural activity.

We think it would make a highly publishable paper, given all of the interest
in Beer"s bug throughout the behavioral simulation community, for some
talented psychological control theorist out there (hint, hint) to show how CT
"makes sense' of Beer"s bug®"s workings. Beer himself just might be open to a
collaboration on same, after he has been convinced by the talented (and
presumably patiently understanding) control theorist that there is a better
way to understanding "adaptive' behavior. We"re NOT being facetious! CT HAS to
make a dent SOMEWHERE, and this could be it. Beer is, at the very least, close
to CT thinking... a slight shove, and...

>l get a bit excited about this stuff, | think, partly because | think
>that PCT is the most incredible insight about the nature of living systems



>that has occurred in the last 200 years. It is also because | hate to see
>very skillful, clever, intelligent people, who are trying to understand
>living systems, miss the boat. | just wish someone with Beer"s skills
>would start doing his work from a PCT perspective. As it is, | see great
>abilities being squandered on old misconceptions. With people like Beer
>or Brooks et al working from a PCT perspective, we could move much more
>quickly toward a more detailed understanding of the behavior of

>living systems. I"m sorry that it"s not happening. C"est la vie.

We think YOU could help make it happen. Beer®s bug is getting raves from at
least some Alers because it controls. Of course, they don"t understand that.
They talk about "robustness."™ Well, PCT is THE theory of robustness! Somebody
needs to show them why it "works," when so many other approaches haven®"t. You
have the theory behind the up-and-coming state-of-the-art, and only you (and
other PCTers) know it. How about letting the rest of the world in on it? (I
know, you"ve tried and partially failed with the psychological community --
but this is a whole new ball park, and the PCT team (under different
management) just hit a home run.)

>Bill Powers (920206.1300)

>What bothers me about Beer®"s statements is that he"s treating the problem
>qualitatively, whereas you can"t understand the role of sensory feedback
>without considering quantitative relationships.

But behind his qualitative statements lies a quantitative model which can be
interpreted (and improved) by PCTers, as noted above.

BP>>_.. because the output is a force, you"d have to add the way leg
BP>>position depends on neural output when resistance to leg movement is
BP>>reduced.

P&GW>Yes. Sorry we forgot to add that requirement.
>How would you add it to Beer"s model?

As the model stands, the feet are either up or down (fixed). To add a
"slippery" condition, when a foot was down, its leg force would need to divide
between contributing to forward movement of the bug®"s body and slipping that
foot backward. Using Beer®s primitive force = k * velocity "physics" one could
model the contribution to forward body movement as before and make backward
slipping velocity proportional to a "slipperiness coefficient” * force, with
the constraint that the total force balances.

G&PW>>Do we detect a double standard here? [About testing models]

>Do you know any model that"s been tested more extensively and at a more
>pasic level against real behavioral data than the CT model?

Which CT model? Have you compared detailed trajectories of the Little Man®s

arm with measured human arm trajectories? In your tracking models with high
correlations, 1 (Greg) suspect that the high correlations are quite insensitive
to actual model details (though 1 don®"t think you or Tom have run sensitivity
studies with varying models as well as parameters) -- the correlations are

high because the tracking is close to perfect. If you made tracking more
difficult, the simple model wouldn"t work as well (which is why the human
factors engineers have much more complicated models, which, yes, | would say
have been more extensively tested than most CT models). OF course, 1 realize
that the HF models aren®t truly generative, because they include empirically



derived "curve-fit" terms. That is a real challenge for PCTers: develop a
GENERATIVE model of DIFFICULT human tracking.

Pat & Greg

Date: Sat Feb 08, 1992 11:46 am PST
Subject: Social control; BEERBUG

[From Bill Powers (920208.1000)]
Gary Cziko (920206.1000) --

>1 think this is a very useful way of looking at reorganization ... But
>it may lead to problems if applied in educational and other social
>settings.

>_.. It suggests that to get someone to reorganize the way *I* want this
>person to reorganize, 1| should control the environment so that only one
>way (the "'right" way) can lead to satisfying goals.

This is how it"s done already. The basic method of "teaching" is to
define the result that"s demanded and to make getting what you want
contingent on producing it, with essentially no advice on how to do that.
IT you don"t produce, you don"t get the grade or the pay or whatever it
is you need. How you manage to satisfy the requirement is up to you and
your reorganizing system. Skinner merely formalized operant conditioning;
it was the main technique of education, religion, and industry long
before Skinner arrived on the scene. Behind this technique there must be
raw physical power, so the contingency can be established without the
consent of the controlled, and so the reward can be obtained only from
the controller.

The "problems"™ to which you refer are already with us. Few people know
how to deal with others on any basis other than power and control. In
part, this ignorance comes about through our ability to use language to
disguise nastiness as niceness. We are currently being exhorted by some
politicians to put an end to the welfare system (giving people what they
need unconditionally) and "helping” them become self-reliant (begin
earning their own money under socially established conditions). If they
are unable to reorganize so as to become skillful workers before they
starve to death, too bad. After they are dead, only those capable of the
required reorganization will be left, which will prove that the
politicians (and Darwin) were right.

There"s a certain amount of primitive sense in this approach. Clearly,
one wants to be among those who have the power to establish
contingencies, not those subject to them. Since everyone sees the same
advantages in gaining power, it"s necessary for a certain amount of
ruthlessness to prevail, backed up by a willingness to engage in whatever
violence is necessary. The society is defined in terms of winners and
losers, so It"s better if one becomes a winner. 1f you don®"t learn to
compete, you"re a lamb for the slaughter; sooner or later someone else
will be deciding whether or not you eat.

It"s no wonder to me that we live in the world®s most violent society.

Wayne Hershberger (920206.1400) --

>The problem to which I think Joel Judd was alluding concerns the



>interface between the whole model and its metaphysical context (boss
>reality). Where does one draw THAT dotted line?

Between the model and that to which it alludes (i.e., It is drawn in the
whole plane of the paper).

I don"t see the problem here; never have. | steadfastly refuse to believe
that you"re claiming that the totality of What Is is contained in our
models or even iIn our perceptions. To me, it"s commonplace to realize
that 1 don"t understand or even see all of what is going on. It doesn"t
seem strange to assume that some aspects of what is going on are
unavailable to human perception. 1 learned this not from philosophy but
from experience. 1"ve tried repeatedly to draw analogies that show how
matter-of-factly we take for granted the existence of order and
interaction beyond the boundaries of what we can experience -- the
simplest was Flipping a switch on the wall and seeing a light go on in
the ceiling. But you®"ve never seemed to understand what 1 was getting at,
perhaps because you®"re making It more complex than I intend it to be. I™m
saying nothing more than that under the surface of a table, we assume
there is more material of the same kind, but don"t experience it. I™m
saying that if we pull the plug in the bathtub, we assume that the water
is going somewhere and not just disappearing, but we don"t see that
place.

The world is full of apparent causes and effects with no indication of
how the cause influences the effect. To me, science consists of assuming
that there is a hidden reality in which the explanation can be found, and
then making and testing systematic guesses about what the link could be
-— making models. Occasionally we find ways to uncover what is happening
behind the scenes, and check our guesses by direct comparison with
experience. Usually we then find that our models weren"t quite right, but
weren®"t totally off the mark, either. And of course we also find that we
have merely pushed the barrier back a little bit: beyond what we observe
there are still hidden links.

The boss reality, which I repeat is hypothetical, includes all that we
experience and all that we do not experience. We understand some of it,
as It is represented in human perception, but not all of it, and
certainly not any of it as it might be represented in some other
perceptual system that interacts with the Immanent Order in a different
way -

Rick Marken (920206.1423) --

>Won"t anyone tell me what "cognhitive penetrability" is? Or do | have
>to go to the library?

It means the property of being penetrable by cognition. If something is
impenetrable to cognition, then you don®"t have to blame yourself for not
understanding it; It"s nature®s fault. It also means that you"re free to
make any guesses you like about the impenetrable thing, because nobody
will ever be able to check up on you, at least not cognitively.

IT you go to the library and look up Pylyshyn, you won"t learn a lot more
than that.

It seems to be good for you to be driven relatively nuts once in a while

(a short drive). You put your finger on what"s really wrong with the Beer
cockroach approach:



>1 think that the discussions of the various clever mechanisms that might
>pe used to produce interesting "behavior'™ are obscuring a basic question
>-- is behavior a process of controlling variables??

It"s possible that by accident, Beer has found some neural circuits that
actually control the behavior of a cockroach in some respects. | say "by
accident” because if you define behavior In terms of actions and not
purposes, it"s a matter of luck whether you pick an action or a measure
of action that happens to be closely associated with the intended result.
Look how long neurophysiologists have known about the stretch and tendon
reflexes without being able to figure out how they enter into ordinary
behavior. Knowing the circuitry doesn"t help much if you don®"t know what
it"s for. To judge what it"s for for a cockroach in terms of human
perceptions from the laboratory frame of reference is to anthropomorphize
inappropriately.

I"m getting the Beer book, and when it"s ready, Pat and Greg"s version 4.
Why don®"t you do the same? 1 think we"ll both be able to evaluate the
Beer model better when we"ve played with it a while from the CT point of
view.

Oded Maler (920206.1934) --
More on Beer model:

>Too much, to my taste, is devoted to the simulation of the neural nets,
>and too little is devoted to the dynamics of the interaction with the
>physical environment, which is done mostly on qualitative-level.

I agree. The relationship "velocity = k*force" is completely ad-hoc, and
doesn"t reflect any real physical dependency. At the very least, if the
claim is that velocity is limited by air viscosity, the velocity should
enter as the square. And I don"t see any way to introduce the effect of a
force applied externally to a limb: that would involve the muscle spring
constant and a model of the muscle. You"d need to know how the leg would
move under an external force with constant neural input.

One interesting aspect of the model (as much as I remember of it) is the
interconnection between leg-activating neurons. This has a resemblance to
what is found in snakes, worms, fishes, and centipedes. A signal at the
start of the chain creates a wave that travels to successive segments or
legs, which move in a sort of sine-wave with phase delays as you go down
the chain. 1 could accept this as a very complex output function
involving many muscles, with cross-connections that create forward
locomotion (and maybe backward too) without the need for detailed
feedback. If that"s the case, we wouldn®"t expect this locomotive function
to be capable of any variations except in speed of operation. An organism
with a flexible body would turn just by bending the body, not by changing
the relative speeds of left and right chains. In the cockroach, however,
turning can be accomplishes only by varying the speeds on left and right,
so we"d expect the left and right chains to be separately adjustable for
speed, and perhaps amount of movement per cycle. This "output function”
could be affected in several different ways by signals from higher-order
systems.

Pat and Greg Williams (920207.0528) --



>0ne of the "modes"™ of behavior of Beer®"s bug is "edge-following." What
>happens is when an antenna hits a wall, it CAUSES the bug to turn away
>from the wall and also activates a slower- acting circuit which turns
>the bug back into the wall (meanwhile having moved forward), and the
>process repeats. Thus, the bug "bounces" its way along a straight edge,
>via a process incorporating both locally open-loop (no adjustment with
>respect to perceptual changes) AND closed-loop (the "kick" away from the
>wall depends on the antenna sighal) processes which are happening in
>part simultaneously.

I1"m beginning to itch to get my hands on this model of yours. Maybe you
could try some things before | do.

One change 1 would make would be to make the antenna signal proportional
to amount of antenna deflection. Then each antenna signal would increase
the speed (or stride) of the legs on the same side as the antenna, and
decrease the speed (or stride) on the other side, causing the path to
bend and reduce the deflection of the antenna. So the control system
would be controlling the signal indicating antenna deflection, keeping it
near zero, as the bug moved forward. Now you don®"t need the separate
circuit to move the bug back toward the wall, and it won"t "bounce"™ along
the wall (if the gains are set appropriately) but will follow it
smoothly.

This would also work with only an on-off antenna signal, but control of
the signal would be much cruder. You still wouldn®"t need a special
circuit to turn the bug back into the wall -- seeking the food would take
care of that. If the bug weren®t trying to get to food on the other side
of the obstacle, why would it ever turn back toward the wall, anyway? It
doesn"t care about "edge-following" per se, does it? Actually, to make
the bug follow an edge all you would have to do would be to set the
"touch" reference signal a little higher than zero.

In any case, this is not an open-loop cause-effect system: bending of the
path controls the antenna signal. It"s a control system. When you look at
only the input-output part of a control loop, of course you see input
causing output. But the real causation runs the other way: output
controls input.

I presume the smell-detectors are arranged so that total smell error (sum
of smell signals from left and right antennas subtracted from a
reference-amount indicating hunger) drives the overall speed (left and
right legs) and the difference in smells iIncreases and decreases the
stride of the left and right legs oppositely to bend the path. The
control systems try to keep the left and right smell signhals equal and to
bring the sum of the signals to some large amount. That®"s about the
minimum design, and | presume cockroaches aren"t any more complex than
necessary.

So we have two more control systems, controlling the sum and difference
of amounts of smell from the left and right antenna smell receptors.
Still nothing open-loop.

IT 1 were designing this cockroach®s motive system for maximum generality
of use, 1°d build a steering circuit that took care of lengthening the
stride on one side and doing the opposite on the other side, and a
velocity system for speeding or slowing both sides simultaneously. In
such a small animal, control of these variables might not be necessary --
these would just be two output functions. Then the signals entering these



two output functions could come from multiple sources -- control systems
controlling for touch, for smell, for light, and for other things. You"d
then have almost a direct analog of the control systems in the
"Gatherings" (formerly "Crowd"™) program. In fact, there®s no reason but
computer power that you couldn®t incorporate the bug control systems into
the Gatherings program and have a kitchen full of cockroaches avoiding
each other and obstacles while heading toward their respective goals
(food for hungry ones, water for thirsty ones, pheremones for horny ones,
etc.?).

Tell Pat to hurry up with Version 4.
Best to all,

Bill P.

Date: Sat Feb 08, 1992 12:47 pm PST
Subject: credit and control

[from Joel Judd]
Wayne and Bill (920207/8)

In the foreign student writing courses we always ahave a little unit about
plagiarism, so I would be remiss if | didn"t point out that the model
interface comments Wayne mentioned and Bill repeated stemmed from Mark
Olsen. There, now my conscious is clear. And since we"re here...

Bill (920208)

You would be a big hit at a sociology of education convention. Or any
education convention for that matter.

Re: Education--Isn"t "defining the result" an ambiguous statement from a
PCT point of view? 1 assume that you are not referring to particular
behaviors, but to socially accepted goals or attitudes reflected in
particular behavior. Otherwise, we"re talking about the traditional '‘course
objectives," "class objectives," etc. that every good teacher is taught to
determine ahead of time and which are typically expressed in terms of
student behavior.

As 1 finish the last chapter of the dissertation, I1°m faced with proposing
some pretty strange ideas; namely, that teaching something like language
means helping students develop L2-like perceptual references. This is no
longer language per se--it"s a way of interpreting the world. On top of
that, it"s not a clear alternative to the L1, it is mixed up with L1
perceptions. In addition, there is no guarantee one will learn. This is
also a problem with Education in general. What do you do with the people
who simply DO NOT LEARN? When do we admit that we (if the shoe fits...)
cannot promise learning? Finally, maybe those definitions of learning most
tied in with critical high level social goals promote longer lasting
reorganization; that is, reorganization is more persistent. I"m thinking of
the international TOEFL cartel, which through force of history and use has
become THE definition of English learning. People who otherwise have
abysmal (in my subjective judgment) language skills manage to keep going
until they get a sufficient score on the TOEFL to get into a US university
or whatever they"re using it for. I"m grossly overgeneralizing, of course,



but--good or bad--it just seems to constrain the environment more than
other language goals.

Re: Welfare--Do I understand that of the two alternatives mentioned, you
prefer the unconditional option?

Date: Sat Feb 08, 1992 7:36 pm PST
Subject: PCT BUG: GO FOR IT!!!

From Pat & Greg Williams

>It"s possible that by accident, Beer has found some neural circuits that
>actually control the behavior of a cockroach In some respects. | say "by
>accident" because if you define behavior in terms of actions and not
>purposes, it"s a matter of luck whether you pick an action or a measure
>0f action that happens to be closely associated with the intended result.

We don"t think Beer ONLY defines behavior in terms of actions, although he
doesn"t have a PC-theoretical underpinning for his modeling. It appears that
he set out to model some "behaviors'™ (his word) like "satisfying hunger,"
which is a PCT-type "true" behavior (and which, in Beer"s model, can indeed
occur via varying-in-the-face-of-disturbance, PCT-type "actions.' But he isn"t
consistent and thorough in keeping "actions" and "behaviors' separate. So, we
say (as we said to Rick) ENLIGHTEN HIM and SHOW HIM THE ADVANTAGES of a PCT
foundation for his future modeling!

There is a long history of PCTers pointing out the errors of others”
behavioral models. That practice certainly hasn"t resulted in widespread
appreciation of PCT. Perhaps it is time to talk about the relation of PCT to
what is CORRECT (i.e., it controls) about a model which has actually generated
considerable interest among non-PCTers BECAUSE of its PCT-correctness (a fact
which needs to be explained by PCTers to the non-PCTers showing interest).

>0ne interesting aspect of the model (as much as 1 remember of it) is the
>interconnection between leg-activating neurons. This has a resemblance to
>what is found in snakes, worms, fishes, and centipedes. A signal at the
>start of the chain creates a wave that travels to successive segments or
>legs, which move in a sort of sine-wave with phase delays as you go down
>the chain. | could accept this as a very complex output function
>involving many muscles, with cross-connections that create forward
>locomotion (and maybe backward too) without the need for detailed
>feedback. If that"s the case, we wouldn®"t expect this locomotive function
>to be capable of any variations except in speed of operation. An organism
>with a flexible body would turn just by bending the body, not by changing
>the relative speeds of left and right chains. In the cockroach, however,
>turning can be accomplishes only by varying the speeds on left and right,
>so0 we"d expect the left and right chains to be separately adjustable for
>speed, and perhaps amount of movement per cycle. This "output function”
>could be affected in several different ways by sighals from higher-order
>systems.

A while back on the net there were pleas for better empirical grounding of
discussions. We advise you to read Beer"s book to discover how thoroughly
wrong your memories are. The gait circuitry of Beer®s bug is completely
different than you suppose. And for our next homework assignment...

>1"m beginning to itch to get my hands on this model of yours.



do a PCT-based bug for months, but haven®"t had time. PLEASE read Beer"s book
first, though.

>Maybe you could try some things before 1 do.
Not likely... we"ve got two books to publish, remember?

>1f the bug weren"t trying to get to food on the other side of the obstacle,
>why would it ever turn back toward the wall, anyway? It doesn"t care about
>"edge-following" per se, does it?

(Exasperated.) READ THE BOOK! (Hint: the answer to the last question is yes
for real live cockroaches.)

>In any case, this is not an open-loop cause-effect system: bending of the
>path controls the antenna signal. I1t"s a control system. When you look at
>only the input-output part of a control loop, of course you see input
>causing output. But the real causation runs the other way: output
>controls input.

Glory be, Beer must have "guessed" right. We think this is reason for
jubilation, not commiseration! HE"S ON YOUR SIDE. If you still think he"s a
little confused, help to set him straight. We think you®"ll be doing YOURSELF a
big favor.

>Tell Pat to hurry up with Version 4.

It isn"t to the Pat (programming) stage, yet. Greg is still scouring the
literature for information on sensory transducers, interneuron input-output
properties, known control circuits, etc., etc., for a plethora of
invertebrates. Hooray for Bullock and Horridge and other compendial

il But, lucky you, you don"t really NEED Version 4, since you know how to
program in C, and Version 3 comes complete with Turbo C source code. !llllIl

You have a copy of Version 3, don"t you? We can USPS it if you don"t. Pat is
available to consult on the obscure parts. Better do it to NS87, the floating-
point version of the program, since it doesn"t have all the scaling crap.

(OF related interest: We just sent back Borland C++ (for DOS and Windows),
which is too damn big for Pat®"s 386SX with 1 meg of extended memory and a 40
meg hard disk. If we installed the whole thing, it would take over 40 megs.
And we couldn®t compile some modules of PictureThis because the compiler
didn"t get out of the way -- it is over 1lmeg itself, and you"d think it would
swap part of itself out, but the book says '"you need more extended memory."
Nope. We"re sticking with Turbo C (actually Turbo C++, but we don"t use
objects). Remember that every IBM clone with Windows can still run DOS
programs (if the operator isn®t DOS-prompt-shy), but nowhere near every IBM
clone can run Windows programs! We"re JUST SAYING NO to Windows programming.)

Pat & Greg

Date: Sun Feb 09, 1992 8:47 am PST
Subject: Education; Welfare; BEERBUG



[From Bill Powers (920209.0900)]
Joel Judd (920208.1321) --
Thanks for correction and apologies to Mark Olsen.

>Re: Education--Isn"t "defining the result" an ambiguous statement from a
>PCT point of view?

Yes. | was thinking of it from the normal point of view. A result is a
test with answers filled in. While it is true that many teachers are able
to present materials in a way that makes learning easier and quicker,
there isn"t any method that I know about to make students eager to learn
or to get them to value learning. The main incentive, as 1"ve experienced
and seen (a limited sample), is fear of failure or of losing out iIn
competition. Course objectives concern what the student has to do in
order to avoid failure or graduate with impressive grades. When meeting
the course objectives becomes only a means toward controlling for
artificial goals, as soon as the requirement for meeting them in that way
is removed the course objectives are forgotten. If the course objectives
were stated in terms of the students® real goals, they would remain
relevant.

>Finally, maybe those definitions of learning most tied in with critical
>high level social goals promote longer lasting reorganization; that is,
>reorganization is more persistent.

I get the idea but it could be put less misleadingly. The outcome of any
series of reorganizations is simply the last organization that existed
when reorganization ceased. A "longer lasting reorganization”™ is not
longer-lasting because reorganization was extra-effective. It lasts
longer because it succeeds in preventing further intrinsic error. The
reorganizing system doesn®"t know the difference between a "final"
organization that lasts 10 minutes and another that lasts 10 years.

1°d say it this way: definitions of learning most tied in with the goals
people actually have (as opposed to those forced on people as a means of
reaching their actual goals) are most likely to promote satisfaction of
intrinsic goals, and thus reduce the need for further trial-and-error
learning.

>Re: Welfare--Do | understand that of the two alternatives mentioned, you
>prefer the unconditional option?

Certainly. In America, there shouldn"t be any particular prestige factor
in getting enough to eat, staying warm, and having shelter from the
elements. We don"t punish criminals by starving them, freezing them, or
making them live outdoors in snow and rain. We punish only poor people
that way, for the crime of having no skills, no ambition, no confidence,
and no hope. The welfare proposals now being offered by the less
sympathetic simply require that poor people get jobs, leaving it up to
their skills, ambition, confidence, and hopefulness to find a way to do
so —-- at a time when there are hundreds of applicants for every job
offered. 1 think that there should be a floor under poverty at the
highest standard of living that is feasible, without any qualifying
requirement other than breathing. If business can®"t manage its affairs
well enough to provide even elementary survival for everyone in this
country, then business is incompetent and we need a different system.



When you leave everything up to poor people®s reorganizing systems, you
shouldn®t be surprised if some of the solutions they discover are
socially unacceptable. Reorganization ceases when an organization is
found that works to reduce intrinsic error. If that entails holding up 7-
11s and selling dope, the reorganizing system doesn"t care.

I don"t give a damn about economic arguments. There are enough skilled
people in this country, and there is enough industrial savvy, to provide
a comfortable life (if not necessarily interesting) for every American,
and then some. All that"s needed is the idea that doing so might be
satisfying and productive of future gains. Or just the right thing to do.

Greg & Pat Williams (920208.1955) --

I"m willing to say that Beer is investigating control phenomena. 1"m
willing to say that B. F. Skinner was investigating control phenomena. In
fact, one of the things I"ve been saying is that EVERYONE has been
investigating control phenomena. | also agree that it would be nice to
convince everyone that using control theory is the best way to do this.
IT Beer is amenable to adopting control theory, great. Is he? You"re in
touch with him, aren"t you?

>There is a long history of PCTers pointing out the errors of others”
>pehavioral models. That practice certainly hasn"t resulted in widespread
>appreciation of PCT.

You"re right. I wish others had more appreciation of seeing mistakes
pointed out -- | wish scientists really behaved like scientists. On this
net we don"t seem to have a high level of defensiveness. When errors are
pointed out (validly) the reaction is usually "Oh, you"re right, thanks.
I haven™t seen much of this in "normal" science. That"s why I like
communicating through CSGnet with people who voluntarily signed on to
control theory. Even when they tell me I"m wrong.

>>But the real causation runs the other way: output controls input.

>Glory be, Beer must have '"guessed" right. We think this is reason for
>jubilation, not commiseration! HE"S ON YOUR SIDE.

When he says so I"11 believe it.
Re: C++

I can™t even run Windows with my little 20 MB disk, which 1 have to keep
cleaning out. 1 dropped Magellan to make room for PictureThis V.4. I™m
using C version 1.5, which seems to do everything. | haven®t got into
objects yet and probably won"t unless someone can tell me what they do
that good programming doesn®"t do. I don®"t much like bundling data sets
with operations on the data. Seems limiting to me. Also, the implication
is that objects contain the operations done to them, which doesn"t make
much sense to me, modelingwise.

By the way, PTR4 is a great program, folks, which can now do full
typesetting -- the 180+ page manual for the registered version was done
with PictureThis. Only one lack: a crib sheet organized by function so
you have some idea of what to do next when faced by a blank screen with
an X in the middle of it or when you"re partway through something and
forget what the next step is. | prefer the uncluttered screen devoted



completely to the drawing, so this isn"t a complaint. Learning goes very
fast because Pat has made the commands simple and logical.

In case my private post didn"t make it, | do need a copy of version 3 of
the neural net program. The old one is probably here somewhere, but ...

Best

Bill P.

Date: Sun Feb 09, 1992 4:41 pm PST
Subject: Emotions again

[from Kent McClelland (920209)]
Bill Powers (920203.1000)

Sorry to take a while to get back to you, but I"m only now catching up (more
or less) on last week®"s net postings.

Thank you for your words on the subject of emotion. 1 shared the post with
my seminar students, and they thought it cleared up a good many things, but,
as iIs typical, not everyone was satisfied. In particular, one student
reacted to these words. . .

> Many emotions can be
>interpreted by asking not what it feels like but what you want to do when
>you feel 1it.

by saying that the real issues is where the "wants' come from. Another
student averred that emotions have a more central role in guiding behavior
than you seem to allow. They are, she suggested, like a "12th level" of the
hierarchy that provides reference signals for the levels below.

While I didn"t see how the "12th level™ suggestion could make any sense
within the HCT framework, it did set me to thinking when I went back and read
your original post juxtaposed with a later post on "intrinsic error.” (Bill
Powers 920203.1900). Maybe we might consider emotions as part of the
intrinsic error regulation system. Emotions might be perceptions that bring
news of intrinsic error or its resolution by successful reorganization.
Newborn babies certainly seem to come equipped with emotions, especially the
negative ones like rage, fear, and general discomfort. Interestingly, it
apparently takes them awhile (like the four to six weeks before smiles
appear) to begin to register positive emotions. Emotions also often seem to
be accompanied by a greatly increased rate of reorganization, particularly of
the flailing around variety, and pain can start us on reorganization iIn a
hurry.

I have some other thoughts on this but no time to send them tonight.
Mary Powers (920203)
>Bill has had two checks from Grinnell dated a week apart

That"s iInteresting. Trust our Treasurers office to combine inefficiency with
its penchant for red tape. 1711 make an inquiry (and in the same time see if



they can get my wife"s annuity withholding straightened out!) 1 think you
were probably only supposed to get one, because we"ve just installed and used
the programs this semester. However, if I were you I guess 1°d take the
money and run.

Be well,

Kent

Kent McClelland Office: 515-269-3134
Assoc. Prof. of Sociology Home: 515-236-7002
Grinnell College Bitnet: mcclel@grinl

Grinnell, IA 50112-0810

Date: Sun Feb 09, 1992 7:00 pm PST
Subject: The Big Picture

[from Gary A. Cziko 920209.2040]

To Bill Powers, Pat & Greg Williams, Rick Marken, Wayne Hersheberger, Hugh
Petrie, Chuck Tucker, Clark McPhail and any other PCTers interested in the
Big Picture and computer simulations:

Ever since | first got interested in psychology 1"ve been trying to develop
a general understanding of what behavior is all about and how it changes
and develops over time.

Stage 1: At first as an undergraduate 1 was introduced to the standard S-R
perspective and was much attracted to Skinner®"s ideas. | remember watching
the fish in my aquarium and thinking to myself, "If we could just
understand all the input variables and the organism®"s history, we could
make accurate predictions of EACH movement that that little guppy makes.™

Stage 2: As | became more aware of the difficulties of predicting and
controlling behavior, | settled for a statistical perspective. There are
just too many variables interacting in too many complex ways for us to make
good predictions, so we have to be happy with accounting for percentages of
group variance. Better and better instruments coupled with more and more
sophisticated computer analyses should, however, permit better and better
predictions, understandings, and theories, or at least it seemed to me at
the time.

Stage 3: | then discovered guantum mechanics and chaos theory and
everything went to hell. If we couldn®t make accurate predictions for
things as simple as electrons and dripping faucetts, then how in the world
could we make predictions for humans and other animals?

Stage 4: Perceptual Control Theory then came along and things started to
fall in place. People do not normally act chaotically. The variation in
their behavior are simply ways of cancelling out disturbances which would
otherwise prevent them from reaching and maintaining their internally
specified goals. Organisms are '‘chaos neutralizers.” |If we knew exactly
what a living control system"s goals were and what disturbances it would
meet, we COULD in principle make valid predictions concerning behavior.
until, that is, long-term error was encountered and reorganization started



taking place. Now we"re back into the chaotic, messy, evolutionary,
unpredictable part. |If there is only one way to reorganize to reduce
intrinsic error, then we could probably still predict where the
reorganization would lead too, although we still couldn®"t predict how long
it would take for an organism to get there (although statistics might be of
some use here). But if there were many ways to reorganize to reduce the
intrinsic error, then it would be difficult if not impossible to predict
how reorganization would take place and subsequent behavior.

I have two questions about all this. First, how is my Stage 4 perspective
consistent or inconsistent with others who are trying to use PCT for
developing a Big Picture?

Second, would it be possible and useful to create a computer simulation
that would demonstrate the principles of both control and reorganization?
I have only very vague ideas of how this would be done now, but perhaps it
could be started by modifying the Gather (nee Crowd) program of Powers,
McPhail and Tucker.

The units (people) iIn the Gather program can now only control; they cannot
reorganize. But would it not be possible to allow them to reorganize in
some simple (but blind) way when their error is not reduced beyond a
certain level (the error could be introduced by changing the environment in
some way)? And wouldn®"t it also be possible to vary the degree of
convergence that reorganization would likely lead to? In a '"convergent"
environment (like first language learning; rats in a maze?), all control
systems would eventually come up with the same type of reorganization, but
in a "divergent" environment (like second language learning; people in a
modern city?) many different reorganizations would be expected either by
the same simulated organisms in successive runs or by a number of similar
organisms iIn the same run.

I realize that the demos that Bill has created up to now are attempts to
model actual behavior (as the control of perception, of course) and so what
I am considering here is a bit different. But it may nonetheless be useful
to give a type of Big Picture as to what PCT means for developing organisms
and their behavior. An interesting interplay of "in principle” predictable
behavior whose sole purpose is to control variables interspersed with
reorganizations of variable predictability according to the "‘convergence"
or "divergence" of the situation. At least this is the Big Picture that I
seem to be developing and would like to get reactions from others to how
their Big Picture overlaps (or doesn"t) with mine.--Gary

P.S. In case anyone would want to contact Randy Beer and his bug via
e-mail, his address is beer@cthulhu.ces.cwru.edu (Greg, this is different
from the address | gave you earlier, although the earlier address appears
to work as well).

Gary A. Cziko Telephone: (217) 333-4382

Date: Mon Feb 10, 1992 1:46 am PST
Subject: On bugs, psychologists and roboticists.

[From Oded Maler 92.02.10]

Rick"s problem can be summarized as:



1) Most of the people who are interested in *expalining* behavior of
living systems (psychologists), think in categories that are too far
from your "conrol™ point of view. They are interested in the *same

question* as you are but approach it using totally inadequate tools.

2) Some people who are trying to *build* working artificial systems
(robotoicists), either real (Brooks) or simulated (Beer) are
interested In a *different question*, which is related to the previous
one, because apparently the only systems that currently work are
living ones. Their aproach is much more close to the "control"
approach because they are forced to think in terms of sensors and
actuators. For them, if they succeed in making something that works,
the question what does it "really" control is not relevant. You can
poke elecetrodes into their (creatures®) sensors and tell them "your
creatures really controls for this and that perceptual variable™, maybe
you can do it even directly by looking into their circuits and
programs. So what? You can sell them your ideas only if you show them
that by using the PCT ideas you can desigh systems that achieve
complex behaviors which are otherwise unachievable. This is a question
of design methodology, not of a scientific theory.

IT you keep in mind the distinction between the two questions, 1 think
you"ll get more positive feed-back (if this is still your

controlled varible (?)) from the second group than you seem

to be getting from the first.

1*d appreciate:

1) A copy of the simulated insect program (Greggé&Pat).
2) A free copy of Closed Loop (if it"s not to much to ask).
3) A list of regular mail addresses of CSG-members (Gary?)

I"m also glad to report that a copy of Living Control Systems
has finally arrived to this part of the world, and if I will not
be enlightend within the next few months, I will be the only one
to be blamed.

Best regads

Oded Maler

IRISA

Campus de Beaulieu

35042 Rennes
France

Date: Mon Feb 10, 1992 4:04 am PST
Subject: Going for it

From Pat & Greg Williams (920210)

>Rick Marken (920209)

>1 will take it as an action to read his book more thoroughly and write a
>report on it from a behavioral science perspective.

Wonderful! We are hoping that your report will concentrate on two main points:



(1) Beer®"s bug as a working simulation embodying the principles of
hierarchical control of perceptions (it is robust BECAUSE it embodies those
principles); (2) such simulations can be improved and more easily designhed by
adopting a consistent underlying theory based on hierarchical control-of-
perception ideas. And we hope that you will emphasize convergences of PCT
ideas and Beer"s work, rather than divergences.

Rick, as you get started, also take a look at the Beer, et al. article in
AMERICAN SCIENTIST, Sept.-Oct. 1991. It is the only place you"ll find a nice
drawing of the overall bug nervous system circuitry.

>0ded Maler 92.02.10

>You can sell them your ideas only if you show them that by using the PCT
>ideas you can desigh systems that achieve complex behaviors which are
>otherwise unachievable.

Agreed!

>1f you keep in mind the distinction between the two questions, 1 think you"ll
>get more positive feed-back (if this is still your controlled varible (?))
>from the second group [roboticists] than you seem to be getting from the
>First [psychologists].

We think so, also.

>1"d appreciate: A copy of the simulated insect program (Gregg&Pat).

The bug is in the (air) mail.

Best,

Pat & Greg

Date: Mon Feb 10, 1992 4:46 am PST
Subject: SAB92 Announcement

Conference Announcement and Call For Papers
FROM ANIMALS TO ANIMATS

Second International Conference on Simulation of Adaptive Behavior (SAB92)

Ilikai Hotel

Honolullu, Hawaii, December 7-11, 1992

This conference is the successor to SAB90 - which was held in Paris
in September, 1990. |Its object is to bring together researchers in
ethology, psychology, ecology, cybernetics, artificial intelligence,
robotics, and related fields so as to further our understanding of
the behaviors and underlying mechanisms that allow animals and,



potentially, robots to adapt and survive in uncertain environments.

The conference will focus particularly on simulation models in order
to help characterize and compare various organizational principles
or architectures capable of inducing adaptive behavior in real or
artificial animals.

Contributions treating any of the following topics from the
perspective of adaptive behavior will receive special emphasis.

Individual and collective behavior Autonomous robots

Neural correlates of behavior Hierarchical and parallel organizations
Perception and motor control Emergent structures and behaviors
Motivation and emotion Problem solving and planning
Action selection and behavioral Goal directed behavior

sequences Neural networks and classifier systems
Ontogeny, learning and evolution Characterization of environments
Internal world models Applied adaptive behavior

and cognitive processes

Submission Instructions

Authors are requested to send two copies (hard copy only) of a full paper

to each of the Conference co-chairs (Meyer, Roitblat, & Wilson). Papers
should not exceed 10 pages (excluding the title page), with 1 inch margins
all around, and no smaller than 10 pt (12 pitch) type (Times Roman preferred).
Each paper must include a title page containing the following: (1) Full
names, postal addresses, phone numbers, email addresses (if available),

and fax numbers for each author, (2) A 100-200 word abstract, (3) The

topic area(s) in which the paper could be reviewed (see list above). Camera
ready versions of the papers will be required after acceptance.

Computer, video, and robotic demonstrations are also invited. Please contact
Herbert Roitblat to make arrangements for demonstrations. Other program
proposals will also be considered.

Conference committee
Conference Chair

Jean-Arcady MEYER

Groupe de Bioinformatique

URA686 .Ecolle Normale Superieure

46 rue d"Ulm

75230 Paris Cedex 05

France

e-mail: meyer@wotan.ens.fr
meyer@fFrulm63._bitnet

Herbert ROITBLAT

Department of Psychology

University of Hawaii at Manoa

2430 Campus Road

Honolullu, HI 96822

USA

email: roitblat@uhunix.bitnet,
roitblat@uhunix.uhcc.hawaii.edu



Stewart WILSON

The Rowland Instit
100 Cambridge Park
Cambridge, MA 021
USA

e-mail: wilson@smi

Organizing Committee

Program Committee

Official Language: English

Important Dates

JUL 15, 1992
SEP 1, 1992
OCT 1, 1992
NOV 7, 1992
NOV 15, 1992
DEC 7-11, 1992

Date: Mon Feb 10, 1992
Subject: bulletin board

I1"ve heard there is a contro
bulletin board. 1*d like to

Thanks,

Dan Stone

HIGH TECH |  DSTONEGvnd.cs

MED TECH |  (WORK) 217-33
(HOME) 217-32

LOW TECH | DAN N. STONE

UNIV. OF ILLI
DEPT. OF ACCO
AND INFO. SYS
BOX 12

1206 S. SIXTH

—— — ——— — o —— o —

ute for Science
way
42

th.rowland.org

S. Gagnon, H. Harley, D. Helweg, M. Hoffhines,

A. Berthoz, France M. Bitterman, USA
L. Booker, USA R. Brooks, USA

P. Colgan, Canada J. Delius, Germany
S. Goss, Belgium L. Steels, Belgium
R. Sutton, USA F. Toates, UK

S. Tsuji, Japan W. Uttal, USA

D.

Waltz, USA

Submissions must be received by the organizers
Deadline for early registration

Notification of acceptance or rejection
Deadline for regular registration

Camera ready revised versions due

Conference dates

8:53 am PST

1 systems group email
be added to the list.

o.uiuc.edu |
_____________ I
34537 |
85957 |

I
NOIS I
UNTANCY |
TEMS I

I
I
I

ST.

CHAMPAIGN, IL 61820



Date: Mon Feb 10, 1992 8:54 am PST
Subject: Welcome to CSGnet

Welcome to the Control Systems Group Network!

As a new subscriber, you will be joining a discussion already well

underway. To help you to get your bearings, 1 have attached here two documents. The
first is a short introduction to control theory by Bill Powers. The second is information
on books relevant to control theory. Bill Powers has also

developed some very useful computer demonstrations of control theory which

run on any IBM-compatible PC with a mouse. For information about these

you should contact him directly at POWERSD@TRAMP.COLORADO.EDU

Please do not hesitate to introduce yourself and your interests to the
network. And if you don"t find the current discussion relevant to your
interests, just let us know what they are; if they have anything to do with
the "life sciences" broadly conceived, you can almost be guaranteed to get
some interesting responses from our subscribers. | strongly recommend this
action instead of just signing off before learning what a control theory
perspective of your interests would be like.

Finally, please remember that commands should be sent to the listserver
(LISTSERV@UIUCVMD or LISTSERV@VMD.CSO.UIUC.EDU) and NOT to CSG-L.

Again, welcome to CSGnet and the fascinating world of
(perceptual/hierarchical) control theory.--Gary

Date: Mon Feb 10, 1992 8:58 am PST
Subject: one last regorganization [for now]

[from Joel Judd]
Bill (920209)

>A "longer-lasting reorganization " is not longer lasting because reorganization
was >extra-effective.

Sorry, 1 didn"t mean to imply a "Contac™ (tiny time capsules) view of
reorganization. What 1 had in mind dealt with the fact that many people
simply learn better that others. So what | was trying to say/ask had to do
with those who, by their nature and/or effort, seem to deal with something
like language learning more" completely” and effectively. For them, there
are higher level goals involved (communication, understanding,
friendliness, etc.) and satisfying these may take awhile and require
everything from almost native-like pronunciation to proper levels of
address to appropriate non-verbal gestures.

Now I remember recently saying something to the effect that higher-level
goals could be satisfied WITHOUT such things as good pronunciation. Hmmm.
There seem to be two types of characterizations here. There are those who
reorganize because there is intrinsic error arising from their attempts to
reach their goals, and there is intrinsic error because others are forcing
these to deal with goals not their own. The former are more likely to



effectively reorganize?

Looking at the last part of Runkel®s book relevant to research helped a
little bit with this problem. In accounting for variability among peoples”
actions, there are three sources to keep in mind. 1 assume these apply to
reorganization as well since the reorg system has to work through the
hierarchy. FIRST, environmental factors must be considered as disturbances.
In the case of reorg, disturbance must persist until chronic. If the extant
hierarchy does something to acceptably reduce error, reorg (hence
"learning™) will not come into play. SECOND, variability will depend upon
the "means we choose to oppose the disturbance.” These will depend upon
three related factors: (a) what solution(s) we think will be successful,
(b) whether such solution(s) implies conflict with another goal, and (c)
what solutions we can conceive of in the first place. This second source of
variation seems to be the most complex, especially when trying to
understand another, because it deals with past learning (memory) and our
previous experience with similar perceptions, and our general problem
solving skills, expertness, imagination, or whatever you want to call it.
THIRD, the environmental allowances for particular courses of action (e.g.
you"re not gonna swim your way out of the Sahara).

Thus, limited experience and perceived environmental options can limit the
possibilities for solutions resulting from reorganization-- hence your
description of alternatives among the poor. Yet it is interesting how we
hold up those who '"'reorganize'" out of a vicious circle (the "Abraham
Lincoln Syndrome™?) and "make it," as the way everyone should be able to do
it.

Date: Mon Feb 10, 1992 8:59 am PST
Subject: through a glass, darkly

[From: Bruce Nevin (Mon 920110 08:44:46)]
Bill, re semantics:

Now we are agreed that there appear to be some control systems (ECSs)
specialized for language. How far up or down the hierarchy this
specialization extends is an open question. My guess is, not below
phonemic segments (contrasts) and not above program, but 1 am by no
means certain of that, and In any case that is a vast terrain.

I imagine this not as two hierarchies but as two lineages or threads of
control (for given perceptual input or error/effort output) within a
single hierarchy. Maybe a vacuous distinction, but | prefer it as a way
of leaving the question open.

Language appears to shadow perceptual reality, to mirror it not
perfectly, but by murky approximation, like that of the Hellenistic-era
"glass'" in which one could see things only "darkly.'" But the
disadvantages due to inaccuracy and loss of detail are balanced by the
advantages of a well-defined structure that is a matter of social
agreement. On that structure (and by means of it) we mold our
agreements about the perceptions to which language refers. Harris says
the function of language is error-free transmission of information. |
would say rather that this scaffolding function is a more essential
characteristic of language, and includes the notion of linguistic
information within it.



I believe that your proposal for category perception will serve for the
word-level linking of the two control lineages within the hierarchy. 1
will call this the rebus-linking function of category perception, iIn
honor of your example of |red], "red," |square], and ''square'. Reading
of rebuses (rebi?) could be accounted for by some other mechanism
linking words with meanings, and perhaps more plausibly: the delay we
experience puzzling it out could well be due to translating from the
picture of a square to the word 'square.” Imagine the following vertical
column of elements in the upper left-hand corner of an envelope, from
top to bottom: a sketch of a stack of cordwood, the name "John," the
abbreviation Mass. My father told me around 1952 that this had served
as the return address of a person he knew. We lived in Lowell, a city
near Andover. What is John"s last name? OF course, this rebus depends
upon a pun as well as on the proposed rebus-linking. But is not
rebus-linking itself a kind of pun? More extreme-seeming is the linking
of a color with the typographical shape of each letter of the Latin
alphabet--a form of synaesthesia recently mentioned on the Linguist
Digest.

But rebus-linking also buys a simple account of zeroing along lines you
have repeatedly advocated. |If either |square| (the perception of a
square configuration) or "square'" (the word) will satisfy the input
requirement of a category recognizer, then socalled zeroing is when the
nonverbal input |square] satisfies the input requirement, and so the
word "'square'™ need not be present. It is not quite so simple--there are
some input requirements of programs that control words and not
rebus-linking categories--but putting it In those terms suggests the
shape of a possible solution.

Harris doesn"t talk about the word dependencies before linearization.
Linearization must be under program control. In English, put the word
that is "about" the other word or words in second position; put the
operator after its first argument. In what sense is one perception
"about" another one, in the way that an operator is predicated of its
argument? A good answer to that might provide a perceptual basis for
the operator-argument distinction along the lines you were suggesting,
Bill. Lacking that, it may be that the word classes and word
dependencies in language are a new invention, and that by virtue of
learning their rebus-linking to perceptual reality we live in a more
articulate perceptual reality than do animals lacking language. Harris
suggests that the "real-world" dependencies are there, but except in the
sense of the arising of an ur-language from real-world (i.e. perceptual)
contingencies as sketched in _Language and Information_ I don"t see any
simple reflection. Any ideas?

Harris doesn®t talk about metalanguage statements specifying the
reductions. 1 suppose input signals to program ECSs may come from word
recognizers or from category recognhizers rebus-linking words to
nonverbal perceptions, and this is why it Is easier to put programs into
words than it is to put other perceptions into words. The inputs to the
metalanguage programs for the reductions are from category-recognizers
that rebus-link metalanguage words like "word" and 'operator™ to
non-metalanguage words (Just as ordinary ones link words to non-word
perceptions).

Harris does talk about metalanguage statements of sameness (having same
reference) among conditions for reduction. 1In our PCT perspective, this
is not done by metalanguage utterances, but two occurrences of a word
having each a rebus-link that threads down the hierarchy from the



category level to the same perceptual lower-level signal (real-time or
imagined). Can a program determine that the perception rebus-1inked
with a word has already been rebus-linked with some other prior
occurrance of that same word? We need that for the relative clause,

for conjunction reduction ('l saw Bill and [l did] not [see] Mary"), and
various other reductions.

Can a program determine that an interlocutor is imagined already to know
some particular dependency among perceptions, so that the corresponding
dependency among words need not be included in an utterance? We need
this for common knowledge like using umbrellas to keep off rain and for
avoiding repetition in discourse, as well as for reductions that reduce
the repetitiousness in sentences. Can you help me to understand how a
program-level ECS might get inputs like these?

Lots of thoughts arise from the notion that language is not above
experience, but "beside" it, ''shadowing™ it.

However perceptions are remembered and the memories stored in a living
control system, to the extent that word dependencies represent
experience, the word-dependencies can also be remembered. As has often
been observed, written records constitute an extension of memory, as
oral texts do and always have in societies without writing systems for
th